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CODAR-derived surface currents in Block Island Sound over the period of June 2000 through September
2008 were compared to currents computed using the Northeast Coastal Ocean Forecast System (NECOFS).
The measurement uncertainty of CODAR-derived currents, estimated using statistics of a screened
nine-year time series of hourly-averaged flow field, ranged from 3 to 7 cm/s in speed and 4� to 14� in
direction. The CODAR-derived and model-computed kinetic energy spectrum densities were in good
agreement at subtidal frequencies, but the NECOFS-derived currents were larger by about 28% at semi-
diurnal and diurnal tidal frequencies. The short-term (hourly to daily) current variability was dominated
by the semidiurnal tides (predominantly the M2 tide), which on average accounted for �87% of the total
kinetic energy. The diurnal tidal and subtidal variability accounted for �4% and �9% of the total kinetic
energy, respectively. The monthly-averaged difference between the CODAR-derived and model-
computed velocities over the study area was 6 cm/s or less in speed and 28� or less in direction over
the study period. An EOF analysis for the low-frequency vertically-averaged model current field showed
that the water transport in the Block Island Sound region was dominated by modes 1 and 2, which
accounted for 89% and 7% of the total variance, respectively. Mode 1 represented a relatively stationary
spatial and temporal flow pattern with a magnitude that varied with season. Mode 2 was characterized
mainly by a secondary cross-shelf flow and a relatively strong along-shelf flow. Process-oriented model
experiments indicated that the relatively stationary flow pattern found in mode 1 was a result of tidal
rectification and its magnitude changed with seasonal stratification. Correlation analysis between the
flow and wind stress suggested that the cross-shelf water transport and its temporal variability in mode
2 were highly correlated to the surface wind forcing. The mode 2 derived onshore and offshore water
transport, and was consistent with wind-driven Ekman theory. The along-shelf water transport over
the outer shelf, where a large portion of the water flowed from upstream Nantucket Shoals, was not
highly correlated to the surface wind stress.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Block Island Sound is bounded to the southwest by Long Island,
NY, to the southeast by Block Island, RI, and to the north by the
Rhode Island coast (Fig. 1). The Sound is open to Rhode Island
Sound to the east, to Long Island Sound through the Race to the
west, and to the shelf to the south through an opening between
Block Island and Long Island. It is about 16 km wide and covers
an area of �600 km2, with water depth varying from �3 m near
the coast to �60 m in the region between Block Island and Long
Island. As part of the Front-Resolving Observational Network with
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Fig. 1. The locations of three high frequency (HF) coastal ocean dynamics application radar (CODAR) stations at Montauk Point, Misquamicut and Block Island (red diamonds)
and their nominal coverage areas (marked by red sectors). The black triangles indicate the ADCP locations. The blue dots indicate the locations of the six sites numbered 1–6
that were selected for the current–wind correlation analysis. The blue arrows show the along-isobath direction used to define the velocity components at these sites (cross-
isobath is 90� counterclockwise from this direction). Dashed black lines are transects a, b, and c where the water cross-transect transports were calculated. The boxes labeled
Region-A and Region-B are the areas where model-computed and CODAR-derived vorticities were compared. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Telemetry (FRONT) project (O’Donnell et al., 2005), three high-
frequency (HF) Coastal Ocean Dynamics Application Radars
(CODARs) were installed at Montauk Point on the eastern end of
Long Island, NY, Southeast Light on Block Island, and on the south-
ern coast of Rhode Island at Misquamicut (Fig. 1). These radars,
operating at transmit frequencies of �25 MHz, have been provid-
ing surface current measurements since June 2000. Radial velocity
estimates from each site are produced at hourly intervals using
measured antenna patterns roughly within the sectors shown in
Fig. 1. The radial velocities are combined using the least-squares
methodology of Lipa and Barrick (1983) on a grid with 1.5 km spac-
ing. Vector currents and their uncertainties are estimated using all
available radial velocity estimates within a 2-km radius of each
grid point. In this paper, we utilize surface current vector data from
June 2000 through September 2008.

HF radars have been widely used to establish coastal ocean sur-
face current observation systems in recent years (Kim et al., 2011;
Holman and Haller, 2013; Paduan and Washburn, 2013). Barrick
(2008) and Barrick et al. (2008) established a theoretical basis of
the HF radio sea scatter, which promoted this instrument in moni-
toring the surface currents in the coastal ocean and Great Lakes.
Graber et al. (1997) made a direct comparison of HF radar-derived
surface currents with in-situ current measurement data and
reported that the error of radar-derived individual ‘‘perfect” radial
velocity was on the order of �7–8 cm/s and 15–25�. Liu et al.
(2014) compared CODAR and ADCP observations on the western
Florida shelf and found the speed difference was on the order of
�5–9 cm/s. Within this measurement uncertainty, CODAR could
be a reliable system to monitor surface currents in coastal regions
characterized by relatively strong surface currents, for example, dri-
ven by tides, coastal buoyancy forcing, or storms.With broad spatial
coverage and resolution similar to numerical models, CODAR-
derived surface current fields have been used to assess ocean mod-
els. Examples can be seen in Chao et al. (2009) and Shulman et al.
(2002, 2007) in Monterey Bay; Dong et al. (2009) in Santa Barbara
Channel in the Southern California Bight; and Mau et al. (2008) in
the Block Island Sound region. These studies qualitatively compared
patterns of daily currents (e.g. Shulman et al., 2002, 2007) or sea-
sonal current variability (e.g. Dong et al., 2009).

A University of Massachusetts Dartmouth (UMASSD) and
Woods Hole Oceanographic Institution (WHOI) research team has
established the unstructured-grid, Finite-Volume Community
Ocean Model (FVCOM)-based global, regional, coastal, and estuar-
ine nested model system in the US northeast coastal ocean (http://
www.fvcom.smast.umassd.edu). The regional component of this
system is named the Northeast Coastal Ocean Forecast System
(NECOFS) and has been in quasi-operational mode at UMASSD
since 2007. Based on the NECOFS framework, the FVCOM develop-
ment team has conducted a 36-year (1978–2013) hindcast of the
three-dimensional (3-D) current, water temperature, and salinity
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in the U.S. northeast coastal ocean that includes Block Island
Sound. The availability of the nine-year CODAR dataset in Block
Island Sound provided a unique opportunity to (1) assess the accu-
racy of the NECOFS hindcast field of surface currents at short-term
(tidal periods and daily averaged) and longer-term (monthly and
seasonal) timescales, and (2) use NECOFS to understand the phys-
ical mechanism(s) driving the spatial and temporal variability of
the circulation in Block Island Sound and the adjacent coastal
and shelf region.

There have been many observational and modeling studies of
tides, currents, and water properties in Long Island Sound and
the adjacent shelf region (Beardsley and Boicourt, 1981;
Ianniello, 1981; Hopkins and Dieterle, 1983, 1987; Blumberg and
Galperin, 1990; Scheffner et al., 1994; Blumberg and Prichard,
1997; Edwards et al., 2004; Ullman and Codiga, 2004; Mau et al.,
2008; Lentz, 2008; O’Donnell et al., 2014). These studies were pri-
marily focused on Long Island Sound or the entire Mid-Atlantic
Bight but included results in Block Island Sound. Ullman and
Codiga (2004) combined two years of CODAR and ADCP current
observations to examine the seasonal variability of a coastal ther-
mal front and the associated current jet in the Long Island Sound
outflow region. Mau et al. (2008) applied the Princeton Ocean
Model (POM) to Block Island Sound and ran it for 2001 with assim-
ilation of salinity and temperature data. They compared the model-
computed and CODAR-derived annual mean flows and first and
second Empirical Orthogonal Function (EOF) modes. The model
showed reasonable agreement in the annual mean flow compari-
son. No model-CODAR comparisons have been made to examine
interannual variability by using multiyear continuous CODAR mea-
surements in the Block Island Sound region.

In this paper, we compare the NECOFS-hindcast flow field to the
available CODAR data in Block Island Sound for the time period
from June 2000 through September 2008. Several questions are
addressed in this study. First, within a known measurement uncer-
tainty, what time scale and spatial flow variability could NECOFS
capture? Second, CODAR surface current estimates are based on
Bragg backscatter from roughly 6-m long surface waves. The inter-
action of these surface waves with the surface currents could pro-
duce a radiation stress and modify the lower-frequency flow field.
Could this wave–current interaction affect the model’s surface cir-
culation results, and if so, at what level? Third, howwas the flow in
the semi-enclosed Block Island Sound affected by Block Island and
Long Island?
2. The data and model

2.1. CODAR data

The surface current data used in this study were derived from
three CODARs covering the Block Island Sound region (Fig. 1).
The effective depth of the surface current estimates from these sys-
tems is approximately the upper 0.5 m of the water column
(Stewart and Joy, 1974). The measurements covered an area of
about 70 � 65 km including an along-shelf region extending from
Long Island Sound to Block Island and a cross-shelf region from
the coast to the 60-m isobath (Fig. 1). The CODAR measurement
system produced hourly averages of radial currents in spatial bins
with range resolution of 1.5 km and azimuthal resolution of 5�. The
CODAR software computed 10-min averages and then ‘‘merged”
them using the median value within each spatial bin over a one-
hour time interval (Ullman and Codiga, 2004). The hourly radial
current measurements were combined to produce vector current
estimates on a 46 � 43 grid (Fig. 2).

A nine-year CODAR dataset collected from June 2000 through
September 2008 was used in this study. Due to fluctuations in
environmental conditions and operational issues, not all grid
points had continuous and good quality time series. There were
1147 grid points, which contained some data (Fig. 2). A CODAR
‘system down’ period was defined as a month when the percentage
of available hourly data across all grid cells was less than 20%;
otherwise the system was considered ‘on’. Only measurements
made during the ‘system on’ months were used in this study. In
order to select high-quality measurements within ‘system on’ peri-
ods, the data were screened using the following criteria: (1) the
current speed magnitude uncertainty was no larger than
10.0 cm/s; (2) the current direction uncertainty was no larger than
30�; and (3) the number of radial velocities used in the CODAR data
processing was no smaller than 5. This screening process identified
334 grid points where the average percentage of good-quality data
during ‘system on’ periods was larger than 60% (Fig. 2). The model
and CODAR data comparisons reported in this study were based on
the data at these 334 grid points.

The nine-year hourly-averaged measurement uncertainty of
CODAR-derived currents after data screening ranged from 3 to
7 cm/s in speed and 4� to 14� in direction, and the monthly stan-
dard errors range from 1.5 to 3.5 cm/s in speed and 5� to 38� in
direction (Fig. 3). The standard errors of the mean velocity and
the mean direction are as follows:

SE2
V ¼ 1

ðhui2 þ hvi2Þ
hui2SE2

u þ hvi2SE2
v þ 2huihvi covðu;vÞ

Neff

� �
ð1Þ

SE2
h ¼ 1

ðhvi2 þ hvi2Þ2
hvi2SE2

u þ hui2SE2
v � Ehuihvi covðu;vÞ

Neff

� �
ð2Þ

where u, v are the mean eastward and northward components of
velocity; SE2

u , SE
2
v are the variances of these quantities; and Neff is

the effective degrees of freedom for the velocity magnitude (V)
and direction (h).

The uncertainty varied depending on location within the over-
lapping coverage areas of the three CODARs. The most accurate
data were in the region covered by the effective ranges of all three
CODARs. In regions covered by only two CODARs, the largest direc-
tion errors usually occurred in the area around the line between
the stations where only one component of current velocity could
be resolved (for example between Montauk Point and
Misquamicut).

2.2. NECOFS

The model-CODAR comparison was made using the NECOFS
hourly hindcast field. NECOFS is a coupled atmospheric-ocean
model system, with a mesoscale meteorological model (MM5 or
WRF) (Chen et al., 2005) for surface forcing, the Gulf of Maine
FVCOM (GoM-FVCOM) (Chen et al., 2011) for oceanic currents,
temperature and salinity; and SWAVE (Qi et al., 2009) for surface
waves. MM5 is the fifth-generation NCAR/Penn State non-
hydrostatic mesoscale model (Dudhia and Bresch, 2002) and
WRF is the Weather Research and Forecast model (Skamarock
and Klemp, 2008). The surface forcing was created with a horizon-
tal resolution of 9 km using MM5 for 1978–2006 and then using
WRF with the same spatial resolution for 2007–2013.

FVCOM is the unstructured-grid Finite-Volume Community
Ocean Model, which was originally developed by Chen et al.
(2003) and improved by the joint UMASSD and WHOI FVCOM
development team (Chen et al., 2006, 2013a). The governing equa-
tions are discretized in an integral form over control volumes in
which the advection terms are solved by a second-order accuracy
upwind finite-volume flux scheme (Kobayashi et al., 1999;
Hubbard, 1999) with a time integration of either a mode-split sol-
ver or a semi-implicit solver. Mixing in FVCOM is parameterized
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Fig. 2. The gridded CODAR data locations for a 46 � 43 grid. In the upper panel, the colored squares show the percentage of the data available in each grid cell, the gray
squares show no data available. The 334 sites with data availability greater than 60% and used for analysis are outlined in black. The black asterisks mark the four locations
selected for the spectral analysis. The lower panel shows the percentage of hourly data available in each month; the blue vertical lines are for the 334 grid points, and the red
vertical lines are for the 1147 grid points with data, and the red horizontal line at 20% is the lower limit for ‘system on’ monthly data. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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using the General Turbulence Model (GOTM) (Burchard, 2002) in
the vertical and the Smagorinsky turbulent parameterization
(Smagorinsky, 1963) in the horizontal. SWAVE is an unstructured
grid version of SWAN that was implemented into FVCOM (Qi
et al., 2009). SWAN was developed originally by Booij et al.
(1999) and improved by the SWAN Team (2006a, 2006b). Coupling
of FVCOM and SWAVE was approached through the radiation
stress, bottom boundary layer, and surface stress (Wu et al.,
2010; Beardsley et al., 2013). The wave–current bottom boundary
layer (BBL) codes were developed by Warner et al. (2008) and con-
verted into an unstructured-grid finite-volume version under the
FVCOM framework.

The computational domain of GoM-FVCOM (called GoM3) cov-
ered the Scotian Shelf and Gulf of Maine (GoM) including the Bay of
Fundy and Georges Bank, and the New England Shelf, and is
enclosed by an open boundary running across the Delaware Shelf
on the south, toward the northeast in the open boundary deeper
than 2000 m and then across the Scotian Shelf on the north (Sun
et al., 2013).
2.3. NECOFS hindcast

The NECOFS hindcast simulation project was started in 2010 to
provide SeaPlan (http://www.seaplan.org/) and the Massachusetts
Office of Coastal Zone Management (CZM) with a high-resolution
NECOFS hindcast database for the years 1978–2010. The focus of
the hindcast simulation was on the Gulf of Maine (including Mas-
sachusetts coastal waters). Up to the present, the NECOFS hindcast
hourly fields cover the period from 1978 through 2013. The GoM-
FVCOM was driven by the surface forcing output from MM5/WRF,
freshwater discharges from 51 rivers, and tidal forcing at the open
boundary constructed with eight tidal constituents (M2, S2, N2, K2,
K1, P1, O1, and Q1). These tidal constituents on the open boundary
at the upstream part of the GoM and Georges Bank were tuned to
get better tidal simulation, especially in the northern GoM and Bay
of Fundy based on regional coastal and moored tidal measure-
ments (Chen et al., 2011). Subtidal forcing at the open boundary
was specified through one-way nesting with the Global-FVCOM
(Chen et al., 2014), which was run with assimilation of SST, SSH,

http://www.seaplan.org/
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and T/S profiles for the same period. The near-surface current out-
put from NECOFS for 2000–2008 was used for the comparison with
CODAR data in the Block Island Sound region.
2.4. Design of process-oriented model experiments

To quantify the role of tidal rectification in the formation of per-
manent eddies observed in the CODAR data and predicted by
NECOFS in the study region, we re-ran GoM-FVCOM for homoge-
nous and stratified cases with only tidal forcing. To evaluate the
impact of wave–current interaction on the near-surface current
in this region, we selected Tropical Storm Barry that passed over
Block Island Sound on June 4, 2007, and ran GoM-FVCOM with
inclusion of surface waves. Barry developed from a low-pressure
system in the southeastern Gulf of Mexico, moved rapidly north-
eastward with a speed of �95 km/h, and then became an extrat-
ropical cyclone on June 3. The Barry simulation covered the time
period of May 20–June 10, 2007.
3. CODAR-NECOFS comparisons

3.1. Tidal currents and kinetic energy

The average water depth over the CODAR-covered area was
36.6 m and the corresponding average layer thickness of GoM-
FVCOM was 0.81 m. In this region, the vertical profile was equally
divided into 45 layers (Sun et al., 2013), and the model water depth
varied from 3 m to 65 m, corresponding to a layer thickness
between 0.07 and 1.47 m. The model-computed near-surface
velocity was located at the mid-depth of the first layer, so it varied
in depth between 0.035 and 0.75 m. The CODAR measurement rep-
resents the averaged velocity from surface to the effective depth of
�0.5 m (Stewart and Joy, 1974). In the CODAR study area, the ver-
tical shear in the horizontal velocity was generally small, of the
order of 10�3 s�1 in the upper few meters. For this reason,
the FVCOM-CODAR comparisons were made using the velocity in
the first layer of GoM-FVCOM.

Kinetic energy spectra of the model-computed and observed
time series were computed with a segment size of 2784 h
(116 days). Data gaps in CODAR were filled using UTide (Codiga,
2011). The spectra were computed for the three-year continuous
time series (December 2003 to December 2006) at four locations
(Fig. 2) selected for high data availability (greater than 60%) in con-
tinuous ‘system on’ period and representation of flow characteris-
tics in different areas. Averaged over the four locations, the FVCOM
and CODAR spectra were in good agreement at subtidal frequen-
cies within a 95% confidence level, but the model over-predicted
the energy level observed in CODAR at tidal frequencies (Fig. 4).
The differences in spectral density between CODAR and FVCOM
in the M2, N2, S2, and K1 frequencies were less than 80% of the
95% confidence range, except for O1, which was 3% larger than
the 95% confidence range. The current variability was dominated
by the semidiurnal tides, which on average account for �87% of
the total kinetic energy. The diurnal tides accounted for only �4%
and the subtidal variability the remaining �9% of the total kinetic
energy.

While within the 95% confidence intervals, the model-
computed kinetic energy density peaks tended to be higher at both
semidiurnal and diurnal periods than the observed spectra. The
model kinetic energy density between the diurnal and semidiurnal
frequencies was also larger than the CODAR density.

The NECOFS was forced by the eight tidal constituents (M2, N2,
S2, K2, O1, P1, K1 and Q1). The ellipse parameters of these eight con-
stituents were calculated for the model and measurements over
the period December 2003 to December 2006 using T_TIDE
(Pawlowicz et al., 2002). In the Block Island Sound region, the M2

tidal current was about a factor of five stronger than other semid-
iurnal and diurnal tidal constituents (Table 1). For the M2 tidal cur-
rent, the mean CODAR major axis (40.4 cm/s) was about 10%
smaller than the model major axis (45.1 cm/s). The CODAR and
model minor axis show the same tendency. The CODAR and model
M2 ellipse orientations and phases were quite similar, within ±5�
and ±3� respectively. While the ratios of the CODAR and model
major axes varied for the other constituents, the CODAR and model
tidal ellipse orientations were similar for each constituent (Fig. 5).

Letting MajCODAR, Majmodel, MinCODAR and Minmodel be the major
and minor axis values of CODAR-derived and model-computed M2

tidal currents, respectively, we defined the normalized major axis
difference as the ratio of |Majmodel �MajCODAR| to 0.5|Majmodel +
MajCODAR|, and the eccentricity difference as Minmodel/Majmodel

�MinCODAR/MajCODAR. The normalized major axis difference was
in a range of 0–0.3, with the largest value of �0.3 occurring in
western Block Island Sound (Fig. 6a), where the CODAR measure-
ment was on the line between Montauk Point and Misquamicut
stations. The absolute eccentricity difference varied from 0 to 0.2,
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Table 1
Statistics of CODAR-derived and model-computed tidal ellipse parameters averaged over 334 sites. For each parameter, the mean and standard deviation are listed. The ellipse
orientation is counterclockwise relative to E.

Tidal constituents Major axis (cm/s)
Mean ± std

Minor axis (cm/s)
Mean ± std

Ellipse orientation (�)
Mean ± std

Phase (�)
Mean ± std

CODAR NECOFS CODAR NECOFS CODAR NECOFS CODAR NECOFS

M2 40.4 ± 20.0 45.1 ± 27.0 6.4 ± 3.5 6.8 ± 3.6 110.5 ± 43.6 101.2 ± 44.7 26.8 ± 20.5 32.3 ± 20.5
S2 7.0 ± 3.6 8.9 ± 5.5 0.9 ± 0.6 1.1 ± 0.8 107.1 ± 45.0 101.9 ± 44.9 35.6 ± 19.1 36.8 ± 20.3
N2 8.5 ± 4.0 9.6 ± 5.4 1.3 ± 0.6 1.5 ± 0.7 101.5 ± 44.7 99.7 ± 44.0 60.0 ± 75.2 64.1 ± 73.9
K2 1.5 ± 0.8 0.5 ± 0.3 0.2 ± 0.2 0.0 ± 0.1 103.6 ± 47.7 94.3 ± 45.4 32.3 ± 26.0 15.3 ± 18.4
K1 4.0 ± 0.8 5.3 ± 1.1 2.0 ± 0.8 1.8 ± 0.9 94.4 ± 63.0 157.3 ± 43.9 58.2 ± 38.7 45.9 ± 18.7
P1 1.6 ± 0.5 1.2 ± 0.4 0.8 ± 0.4 0.9 ± 0.4 85.0 ± 31.5 92.1 ± 55.0 88.0 ± 61.8 75.0 ± 62.5
O1 3.2 ± 0.8 4.0 ± 1.6 0.5 ± 0.5 0.8 ± 0.8 81.3 ± 48.0 77.9 ± 46.2 143.4 ± 18.1 145.5 ± 22.1
Q1 0.7 ± 0.2 0.6 ± 0.2 0.2 ± 0.2 0.2 ± 0.1 93.2 ± 48.3 85.6 ± 48.1 120.4 ± 29.2 110.3 ± 30.7
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with the largest value over the inner shelf south of Long Island
(Fig. 6b). The absolute orientation difference was consistent with
the normalized major axis difference (Fig. 6a), which showed a
large difference of up to 30� just west of Block Island (Fig. 6c).
The absolute phase difference also exhibited two sites with differ-
ences as large as 30� (Fig. 6d). The mean and standard deviation
(1r) of the orientation and phase differences are 6.6� ± 5.0� and
9.0� ± 5.4� respectively.

The KE spectra (Fig. 4), the tidal ellipse plots (Fig. 5), and the
discussion about the normalized major axis difference presented
above all suggest that the model-computed tidal currents were lar-
ger than the CODAR-derived tidal currents. This difference can be
estimated using the scatter plot comparisons of the CODAR and
model M2 tidal ellipse parameters shown in Fig. 6e–h. The least-
squared fit of y = a + bx in Fig. 6e yields a = �0.01 ± 0.02 and
b = 1.28 ± 0.04 (correlation squared = 0.96), indicating that NECOFS
over predicts the M2 tidal currents by about 28.0 % averaged over
the study area.
3.2. Subtidal currents

The CODAR-derived hourly surface currents were first low-pass
filtered (Beardsley and Rosenfeld, 1983) and then used to compute
daily, monthly, seasonal, and annual mean currents. The subtidal
current comparison was made at the CODAR stations where and
when long continuous time series are available (Fig. 2, circled
asterisk). The subtidal processing was based on a 33-h low-
passed filtering for the 6-h sampled time series. NECOFS success-
fully reproduced the subtidal currents measured using CODAR in
both u and v directions, with the mean (standard deviation) of
the difference of 2.1 (8.3) cm/s and 3.5 (8.4) cm/s respectively
(Fig. 7).

The annual mean currents show a circulation pattern defined by
several flows (Fig. 8): eastward outflow of �20 cm/s through the
Race (Long Island Sound Outflow); southeastward flow in central
Block Island Sound (Long Island Sound Outflow and Southwest
Point Eddy); a permanent anticyclonic eddy-like current around
the eastern tip of Long Island (Montauk Point Eddy), fed by the
eastward outflow through the Race (Long Island Sound Outflow);
and an eastward flow that bifurcated into northward and south-
ward branches west of Block Island (Block Island Clockwise Circu-
lation). The northward branch turned anti-cyclonically around the
northern tip of Block Island (North Reef Eddy).

The model was consistent with the mean-flow pattern defined
by CODAR, but without the data gaps provided a spatially more
complete picture of flow connections with adjacent coastal regions
(Fig. 8). The model results suggested that the permanent south-
ward flow over the inner shelf east of Block Island was fed by
two sources: an eastward flow from Block Island Sound and south-
ward flow from the Rhode Island coast (Rhode Island Offshore
Flow). The model also resolved a permanent large anti-cyclonic
eddy between Fisher Island and Gardiners Island (Gardiners Island
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Eddy), and a small anticyclonic eddy on the northern tip of Block
Island, which were only partially detected in the CODAR data.

The seasonally-averaged flow over the nine-year study period
showed similar spatial patterns as the annual mean (Fig. 9). The
seasonal variability of this flow was closely related to the flow
change in its upstream region of Rhode Island Sound. In spring
and summer, the currents to the south of Block Island were south-
westward, but in winter, they were southeastward. The model-
predicted spatial scale of the anticyclonic eddy flow around the
eastern tip of the Long Island was larger than that observed in
the CODAR data. This was probably due to an uncertainty in the
stratification simulation by GoM-FVCOM. A discussion will be
given in the mechanism study section.

The monthly-averaged difference between the CODAR-derived
and model-computed velocity at 334 sites was 6 cm/s or less in
speed (model consistently biased positive) and 28� or less in direc-
tion over the time period from 2000 through 2008 (Fig. 10). These
errors were about the same order of the measurement standard
errors estimated for the CODAR observations. The standard devia-
tion of the differences at all 334 sites was in a range of 10 cm/s in
speed and up to 45� in direction. The standard deviations were rel-
atively larger than mean differences; we found that the big differ-
ences occurred mainly when the current speed was small (<10 cm/s)
(Fig. 11). Large differences in direction (>30�) occurred less than
34% of the time.

Crosby et al. (1993) introduced a generalized method to com-
pute vector correlations for use in oceanography and meteorology.
Here we use this method to examine the correlation between the
CODAR-derived and model-computed monthly-mean surface
velocity vector time series. As an extension of the standard one-
dimensional correlation coefficient, this method for the two-
dimensional vector computes the correlation coefficient squared
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q2
v which varies from 0.0 (no correlation when two samples are

independent) to 2.0 (prefect correlation between two vector time
series which are 100% dependent). It is important to note that
the resulting value of q2

v is invariant under coordinate axes trans-
formations, including rotations and changes in scale. In our case,
the CODAR and model monthly vector time series have a total of
75 samples (Fig. 10), so that q2

v 6 0:22 indicates zero correlation
at the 95% confidence level.

Fig. 12 shows a color-coded map of the correlation coefficient
squared (q2

v ). The correlation coefficient varied from a minimum
of 0.21 to a maximum of 0.91 with a mean value of 0.51. The high-
est significant correlations were found associated with a) the Long
Island Sound Outflow (the western region of BIS and in the north-
ern inner shelf region) and b) the Block Island Clockwise Circula-
tion (off the southern coast of Block Island). The vector
correlations were below the zero correlation cutoff in approxi-
mately 0.6% of the area. We note that almost all of the CODAR
and model vector time series exhibited some significant but lim-
ited (in comparison with q2

v ¼ 2:0) correlation.
We also used the monthly-averaged velocities to calculate and

compare monthly vorticity anomalies in the CODAR-derived and
model-computed velocities in region A around the eastern tip of
Long Island and in region B around Block Island (Fig. 1), where
the subtidal flow was anticyclonic. The model was capable of
reproducing the seasonal and interannual variability of observed
vorticity in these two regions (Fig. 13). In region A, the observed
vorticity anomaly showed a clear seasonal and interannual vari-
ability: strongest during summer as stratification increased and
weakest during winter when there is less stratification; relatively
weak during 2003–2005. This was also consistent with the fact that
in summer the outflow from Block Island Sound turns anticycloni-
cally to flow southwestward, while in winter, there were fewer
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tendencies for southwestward flow on the inner shelf, changes
which were captured by the model. In region B, the temporal vari-
ability of the observed vorticity did not follow the same seasonal
and interannual patterns shown in region A. The vorticity anomaly
was dominated by negative values during 2001–2003 and by pos-
itive values during late-2005 to mid-2007. As the differences were
within 10�4 s�1, this interannual vortex variation pattern was also
resolved in the model results (Fig. 13).

3.3. Current–wind correlations

We estimated the correlation of winds and currents for the low-
pass filtered CODAR and NECOFS hourly time series at six sites
(Fig. 1) selected as representative of different flow zones. Site 1
was in the Long Island Sound Outflow, site 2 was near the Rhode
Island coast where the flowwas influenced by the south- and west-
ward along-shelf coastal flow from the upstream region, site 3 was
east of Block Island where the flow was southward, site 4 was
south of Long Island in the permanent anticyclonic Montauk Point
Eddy, site 5 was in the channel between the eastern tip of Long
Island and Block Island, and site 6 was at �40 m water depth over
the mid-shelf.

The surface wind stress used in the correlation estimation was
calculated using COARE3 (Fairall et al., 2003) based on the MM5/
WRF hindcast field of NECOFS with data assimilation of observed
winds from all available coastal/shelf buoys. The horizontal resolu-
tion of the wind hindcast data was 9 � 9 km which were then
interpolated to the six sites. The surface currents were highly cor-
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related with the wind over the entire Block Island Sound with the
correlation (0.4–1.0) much larger than the no correlation coeffi-
cient (0.1 at the 95% confidence level). In fall through winter, winds
were from the northwest, while during late spring through sum-
mer, winds were predominately from the south or southwest
(Fig. 14). The seasonal mean wind stress was largest in winter
and smallest in summer (Table 2). In all seasons, the wind stress
variability as described by the principal axes was larger than the
mean wind stress (Fig. 15), with most (�73.5%) of the variance in
the 2–10 day weather band and less than �13.8% in the diurnal
tidal and higher frequencies. These results were consistent with
the study by Lentz (2008) and O’Donnell et al. (2014), which ana-
lyzed the long-term wind forcing observed from buoys, towers and
coastal masts.

The time lagged correlations between the wind stress and the
low-passed CODAR (maximum correlated wind directions shown
with red arrows in Fig. 16) and model hourly surface currents
(maximum correlated wind directions shown with blue arrows in
Fig. 16) were then computed as a function of the wind stress vector
direction (with a one-hour time interval) and a x–y coordinate sys-
tem aligned with the local along-isobath (green coordinates in
Fig. 16) at each site for the four (three-month) seasons. This pro-
cess was conducted seasonally for the nine-year period 2000
through 2008 and maximum wind–current correlations in each
season were averaged and are presented in Table 2 and Fig. 14.

At sites 1–6, the CODAR-derived and model-computed surface
velocities were highly correlated with the surface wind stress
(Table 2). For the along-isobath flow, the maximum wind–current
correlation coefficients estimated for both measurement and
model data ranged from 0.4 to 1.0, which were significantly higher
than the critical value of 0.1 at a 95% confidence level. The differ-
ences in the correlation at the along-isobath direction were less
than 37% for an average of the 6 sites (Table 2). The difference in
the wind direction at the along-isobath direction at the maximum
correlation for the CODAR and NECOFS data was less than 5� at
sites 3 and 5; in a range of 15–35� at sites 1, 4, and 6; and up to
67� at site 2. The time lag at the maximum correlation ranged from
0 to 1.0 h for the CODAR data and 0 to 4.5 h for the NECOFS data.
For the cross-isobath flow, the maximum current–wind correla-
tions estimated for both measurement and model data were signif-
icantly higher than the critical value of 0.1 at a 95% confidence
level, and the difference between measurement and model correla-
tion was 0.2 or less. The differences in the wind direction and in the
time lag at the maximum correlation for the CODAR and NECOFS
data were in the range of 8–44� and 0–3 h, respectively, similar
to the results for the along-isobath flow. Because of uncertainty
in the current direction, perfect quantitative agreement in the cur-
rent–wind correlation between CODAR and NECOFS flow fields was
not expected. However, the consistent high correlation values
found at these sites for the CODAR and NECOFS data suggested that
the monthly variability of the surface current in the Block Island
Sound was highly correlated to the change of the wind over sea-
sons and years.

3.4. Influence of wave–current interaction

The CODAR-NECOFS comparisons described above were made
for the model results without the inclusion of wave–current inter-
action. Chen et al. (2013b) and Beardsley et al. (2013) examined
the contribution of wave–current interaction to storm-induced
coastal inundation. They reported that this interaction process
could not only intensify the strength of the nearshore current but
also alter its direction. While a relatively large difference between
model-computed and CODAR-measured current direction may be
due to measurement uncertainty, it was unclear whether this
was partially caused by the absence of the dynamics associated
with wave–current interaction. For this reason, we re-ran the
model with inclusion of wave–current interaction dynamics over
the period during which the June 2007 extratropical storm Barry
swept over Block Island Sound.

The statistics of the data-model comparison for the cases with
and without inclusion of wave–current interaction are summa-
rized in Table 3. On June 4, 2007, Barry arrived in the Block Island
Sound region at about 19:00 UTC and landed in South Kingstown,
RI at 20:00 UTC. During the period between 19:00 and 24:00 UTC,
the speed and direction differences averaged over the 334 sites
between these two cases were in the range of 2–12 cm/s and
1–13�, and the mean differences in these 6 h were 3 cm/s and 5�,
which was within the CODAR measurement uncertainties (6 cm/s
and 12�) during that period. The differences were only 50% and
42% of the CODAR measurement uncertainty in current speed mag-
nitude and direction, respectively. This suggested that including
wave–current interaction in the model simulation did not make a
significant contribution to improving the accuracy of the model-
CODAR comparison in this region.
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4. ADCP-NECOFS comparisons

Continuous moored ADCP measurements made near the south-
ern entrance to Block Island Sound (Fig. 1) between 2000 and 2002
(Codiga and Houk, 2002) are used here for further comparison with
NECOFS model data. The ADCP 20-min data were screened using
the following criteria: (1) the measurement period was longer than
two months, and (2) the mooring location was within the 334
CODAR grid points used in this study. This resulted in seven ADCP
time series from five sites (Table 4). Harmonic analysis using
T_TIDE (Pawlowicz et al., 2002) was then conducted on the
vertically-averaged ADCP and NECOFS data.

The averaged ADCP and model tidal ellipse parameters for the
three primary semidiurnal and two diurnal constituents (Table 5)
show a small but clear tendency for the semidiurnal model-
derived major axes to overestimate the ADCP major axes. This dif-
ference is most notable for the M2 constituent, for which the mean
difference is 1.9 ± 6.2 cm/s. The ADCP M2 tidal ellipse parameters
are plotted as red dots in the lower row in Fig. 6. A least-squared
fit of the seven ADCP and model M2 major axes using y = a
+ b � x in Fig. 6e yields a = �0.04 ± 0.20 and b = 1.07 ± 0.54, indicat-
ing no statistically significant difference. With an interpolation of
the CODAR M2 major axis to the ADCP locations, the difference
between the ADCP and CODAR major axes is 2.8 ± 1.8 cm/s.

The vertical tidal profiles computed using the ADCP data were
also compared with NECOFS (Fig. 17). The ADCP and NECOFS pro-
files match well, with the maximum differences less than 7.8 cm/s
and 2.9 cm/s for major and minor axes respectively. The vertical
averaged ADCP-NECOFS subtidal current difference for the seven
ADCP stations is less than 5.0 cm/s.



0.0

0.2

0.4

0.6

0.8

1.0

-72.0 -71.8 -71.6 -71.4
Longitude ( W)

40.8

40.9

41.0

41.1

41.2

41.3

41.4
L

at
tit

ud
e 

(
N

)

Fig. 12. Distribution of the vector correlation coefficient squared q2
v for the

CODAR-derived and model-computed monthly surface velocity vectors. The color
bar at the top is the q2

v scale. Areas with q2
v > 0.22 indicate some correlation. (For

interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

×
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Table 2
The maximum correlation between wind and along-isobath and cross-isobath current
estimated for CODAR and NECOFS data (see Fig. 1 for site locations). The cross-isobath
direction is 90� counterclockwise from the along-isobath direction. C is the maximum
correlation value; D is the difference (in degrees) in wind direction from the along- or
across-isobath direction at the maximum correlation; and T is the time lag in hours at
the maximum correlation. The inertial period in BIS is �18 h.

Site Along-isobath Cross-isobath

CODAR NECOFS CODAR NECOFS

C D T C D T C D T C D T

1 0.6 10 1.0 0.8 33 0.6 0.6 104 0.0 0.8 136 1.4
2 0.6 13 0.8 0.8 80 0.7 0.7 105 0.1 0.8 149 0.0
3 0.9 53 0.0 0.9 51 0.0 0.9 142 0.0 0.8 134 0.0
4 0.8 24 0.1 0.8 39 1.8 0.5 112 0.0 0.4 93 3.4
5 0.6 �64 1.6 0.5 �65 3.1 0.8 19 0.2 0.9 44 2.1
6 0.7 23 0.3 0.8 58 4.5 0.7 113 0.4 0.7 147 0.0

Mean

N

0.02

0.04 Major Axis

N

0.06

0.12
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Taken together, these results suggest that for the dominant M2

component, NECOFS over predicts CODAR observations by �28%
averaged over the study area. While there is a slight suggestion
that the ADCP major axis is larger than the CODARmajor axes, both
ADCP and CODAR agree within the measurement uncertainties.
E
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Fig. 15. Mean wind stress (left panel) and major principal axis (right panel) at the
six sites in the four seasons. Units: N/m2. Note difference in scale.
5. Mechanism studies

A major finding from the CODAR and NECOFS comparisons was
that despite seasonal and interannual changes in the wind, the
subtidal flow pattern in Block Island Sound was nearly unchanged:
eastward outflow through the Race; southeastward flow in Block
Island Sound north of Long Island; and a permanent anticyclonic
eddy-like current around the eastern tip of Long Island and around
the northern tip of Block Island (Fig. 8). To investigate the driving
mechanism(s) for this stationary flow pattern and how it was influ-
enced by the wind, we conducted an EOF analysis based on the
nine-year NECOFS vertically-averaged flow field. In order to study
the whole pattern, the nine-year mean velocities were not sub-
tracted from the total flow field.

Here we focus on the first two EOFmodes, since they dominated
the flow field in Block Island Sound (North et al., 1982; Thiebaux
and Zwiers, 1984) and account for 89% and 7% of the total variance,
respectively (Fig. 18). The EOF analysis was based on the along-
shelf direction defined as 36� counterclockwise from East based
on the bathymetry in the outer Block Island Sound region.

EOF mode 1 represented the relatively stationary low-
frequency flow pattern that was detected by CODAR and repro-
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duced by NECOFS. The corresponding time series of the along- and
cross-shelf velocity remained the same sign (all positive), so that
this flow pattern is a permanent feature with a magnitude of
10–30 cm/s in this region. From an autocorrelation analysis of
mode 1’s temporal amplitude, the mode 1 period was one year.
The mode 1 velocity varied with season: intensified during the
summer and weaker during the winter.

EOF mode 2 was characterized mainly by the secondary cross-
shelf flow and a relatively strong along-shelf flow. The correspond-
Table 3
Statistics of NECOFS and CODAR data comparisons on June 4, 2007, for the cases with and w
the difference between CODAR and model (with or without wave cases) in speed mag
uncertainty at that hour.

Time (UT) (hour:m in) Speed difference (cm/s) CODAR speed erro

No wave With wave

19:00 15 23 5
20:00 20 25 6
21:00 27 25 6
22:00 24 16 6
23:00 18 6 6
24:00 12 2 5
Mean 19 16 6
RMS 6 10 1
ing time series of along- and cross-shelf velocity changed sign with
season, suggesting that the cross-shelf flow was dominated by an
offshore flow during late spring through summer and by an
onshore flow during fall through winter. The amplitude of the
mode 2 flow was in the order of �1–2 cm/s. The nine-year flow
field’s velocity anomaly (i.e. with the mean removed) was also
used to conduct a conventional complex EOF analysis. Mode 1
was largest, accounting for 68% of the total variance, and its pattern
was nearly the same as mode 2 found in the previous EOF analysis
(Fig. 18 upper right panel).

It is clear that the wind was not the primary driving mechanism
for the mode 1 flow since the wind changed direction with season.
Luo et al. (2013) suggested the cyclonic flow around Rhode Island
Sound was partially driven by tidal rectification. To test whether
mode 1 was caused by tidal rectification, we re-ran NECOFS with
only tidal forcing under homogenous and summertime stratified
conditions (Fig. 19). The homogenous tidally-rectified flow pattern
was similar to the mode 1 flow pattern (Fig. 18: upper left panel): a
strong cross-sound flow from the exit of Long Island Sound turned
eastward around the northern coast of the eastern tip of Long
Island; an anticyclonic eddy flow around the southern coast of
the eastern tip of Long Island; multiflow separation eddies around
the southern and northern tips of Block Island; and combined
southward flow from the northern coast of Rhode Island and eddy
flow on the northern tip of Block Island produced an anticyclonic
around-island flow over the eastern and southern shelves of Block
Island. In the stratified case, the tidal-rectified flow pattern was
similar but the magnitude of the velocity was intensified by a fac-
tor of up to 1.5 and the spatial scale of the anticyclonic eddy
increased. These two experiments indicated that the relatively sta-
tionary flow pattern found in the EOF mode 1 was in part a result of
tidal rectification, with intensification in summer due to stratifica-
tion. A similar summer intensification of the tidal-rectified residual
gyre over Georges Bank is described in Chen et al. (1995).

The model simulation results for homogenous and stratified
cases clearly show that the intensity and size of the anticyclonic
eddy varied significantly with season as stratification changed.
This could explain why the model-computed anticyclonic eddy
had a relatively larger size than the CODAR-derived eddy shown
in Fig. 10, which could be a result of the uncertainty in the strati-
fication simulation by the model.

We assume that the EOF mode 2 flow pattern was formed by
the surface wind forcing with its direction changing with season.
Southerly or southwesterly wind in summer pushed the water
onshore and northwesterly wind in winter drained the water off-
shore. To demonstrate this, we calculated the correlation of the
time series of the mode 2-constructed along- and cross-shelf veloc-
ity components with the surface wind stress. We found that the
northward cross-shelf velocity showed a maximum correlation of
0.9 with the wind at a 90� angle. The critical value at a 95%
ithout the inclusion of wave–current interaction. The speed/direction differences were
nitude/vector direction; the CODAR speed/direction errors were the measurement

rs (cm/s) Direction difference (�) CODAR direction errors (�)

No wave With wave

21 29 14
3 8 12

�5 �4 12
�20 �14 11
�19 �10 10
�17 �4 12
�6 1 12
16 16 1



Table 4
ADCP record name, location, top and bottom bins of the instrument observation, water depth, start time and end time. Note that the FA01-N and SP02-Nm records were collected
at the same site at different times. The FA01-W and SP02-Wm records were also collected at another site at different times. Thus, only five ADCP sites are shown in Fig. 1.

ID Name Longitude (�W) Latitude (�N) Top bin (m) Bottom bin (m) Water depth (m) Start time End time

1 FA01-N 71.75 41.06 1.78 12.28 14.61 02-Oct-2001 15-Jan-2002
2 FA01-W 71.79 41.00 3.07 30.57 32.91 05-Sep-2001 10-Mar-2002
3 SP01-Wm 71.79 40.98 2.89 32.33 34.21 14-Mar-2001 03-Jun-2001
4 SP02-Nm 71.75 41.06 2.06 12.06 14.31 21-Mar-2002 04-Jun-2002
5 SP02-Wm 71.79 41.00 3.31 30.81 32.56 21-Mar-2002 03-Jun-2002
6 WI01-E 71.68 40.98 3.01 38.85 41.61 19-Dec-2000 22-Feb-2001
7 WI01-W 71.74 40.99 3.57 43.07 44.76 19-Dec-2000 22-Feb-2001

Table 5
ADCP-derived and NECOFS-computed tidal ellipse parameters averaged over seven records at the five sites (Table 4). In this analysis, the ADCP and model currents were averaged
in the vertical to provide the best estimate of the barotropic tidal current.

Tidal constituents Major axis (cm/s) Minor axis (cm/s) Ellipse orientation (�) Phase (�)
Mean ± std Mean ± std Mean ± std Mean ± std

ADCP NECOFS ADCP NECOFS ADCP NECOFS ADCP NECOFS

M2 32.8 ± 1.6 34.7 ± 1.0 8.2 ± 2.1 8.3 ± 2.1 81.5 ± 13.9 80.5 ± 11.6 30.0 ± 12.3 24.5 ± 1.3
S2 5.5 ± 2.8 6.6 ± 2.9 1.3 ± 0.3 1.6 ± 0.2 81.5 ± 14.7 76.9 ± 13.6 36.1 ± 24.9 27.9 ± 4.7
N2 7.6 ± 3.3 7.7 ± 2.7 2.0 ± 0.5 1.9 ± 0.3 77.6 ± 13.3 77.9 ± 11.4 107.0 ± 60.3 126.4 ± 84.1
K1 4.2 ± 0.5 4.0 ± 0.7 1.3 ± 1.1 0.7 ± 0.7 62.3 ± 57.3 37.9 ± 62.4 51.5 ± 39.8 48.5 ± 20.9
O1 4.1 ± 1.0 5.4 ± 0.7 0.6 ± 0.4 0.5 ± 0.2 48.3 ± 19.8 46.5 ± 14.7 140.0 ± 14.7 143.0 ± 15.1
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confidence level was 0.1 based on the degree of freedom of the
samples. This result suggests that the seasonal variation of the
onshore andoffshorewater transport derivedby themode2velocity
component was mainly driven by the wind following the Ekman
transport theory. The eastward along-shelf velocity was also highly
corrected with the wind. The maximum correlation coefficient was
0.8, but it occurred at a veering angle of �130�. The correlation
between the eastward velocity and northward wind stress was
about 0.3. Although it was higher than a critical value of 0.1, it sug-
gested that the along-shelf velocity derived by the mode 2 was not
fully driven by the local wind-induced Ekman transport.
The correlation of the vertically average current with surface
wind stress varied with season: highest in winter and slightly
lower in summer. Examples are shown in Fig. 20 for the along-
isobath and cross-isobath velocities at six selected sites. This result
is consistent with the EOF analysis shown in Fig. 18, which indi-
cated that the seasonal variability of the flow field in this region
was partially resulted from the stratified tidal rectification, which
varied with season due to stratification. In winter, the water in
the Block Island Sound was well mixed, so that the wind could play
an essential role in the flow variability.

The current–wind correlation analysis suggested that the EOF
mode 2 derived eastward along-shelf velocity did not comply with
the wind-driven Ekman transport theory. We hypothesized that in
addition to tidal rectification and wind, the flow variability in the
Block Island Sound was also related to the change of the water
transport into this region. To test this hypothesis, we estimated
the correlation of the vertically averaged velocity and water trans-
port between site 1 and section a, site 2 and section b, and site 6
and section c (see Fig. 1 for locations of the three sections). The
results showed that the correlation was close to 1.0 between site
1 and section a, 0.8 between site 2 and section b, and 0.6 between
site 6 and section c. All these values were significantly higher than
the critical value of 0.1 at the 95% confidence level. This result led
us to believe that the flow variability in the Block Island Sound was
also highly influenced by the flow change in its surrounding coastal
and outer regions.

We next computed the long-term (9-year) monthly mean vec-
tor wind stress, temperature, salinity, and cross- and along-shelf
currents at site 6 using NECOFS data (Fig. 21). The water was strat-
ified from May to October and vertically well-mixed in other
months. The stratification was associated with the low salinity
water advected from the Long Island Sound outflow (Ullman and
Codiga, 2004). However, even when the water was completely
mixed from winter to spring, the cross-shelf velocity had a clear
two-layer circulation with offshore flow at the surface and onshore
flow at the bottom. This structure was also observed by Codiga
(2005). Further analysis showed that the offshore net transport
was accompanied with the presence of the onshore wind compo-
nent. In turn, the onshore net transport co-occurred with the off-
shore wind component. This feature did not contradict the wind-
driven Ekman theory found in the EOF analysis, where we found
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the cross-shelf water transport was highly correlated with the
along-shelf wind stress. In summer, the southwesterly wind pre-
vailed in Block Island Sound. The along-shelf wind stress was east-
ward, with an onshore cross-shelf wind stress component. The
along-shelf wind-driven Ekman transport was offshore, which
was accompanied with an onshore wind component. The reversed
conclusion occurred in winter. This explained why cross-shelf net
water transport was always in an opposite direction to the cross-
shelf wind component.
6. Model limitations and future improvement

While the CODAR measurements contained an averaged hourly
measurement uncertainty of 3–7 cm/s in speed and 4–14� in direc-
tion, the fact from the CODAR- and ADCP-derived tidal velocity
comparisons suggests that NECOFS overestimated the surface tidal
velocity by �28% in the Block Island Sound region. This difference
could be related to the tidal forcing specified on the nesting bound-
ary, local bathymetry, bottom roughness, and/or the vertical
mixing.

Tidal forcing specified on the nesting boundary of GoM-FVCOM
was from the inverse tidal model developed by Egbert et al. (1994).
The tidal simulation results obtained in that model were based on
the assimilation of tide gauge data with the minimum least square
fitting error in the computational domain. Since the inverse tidal
model did not accurately resolve the local bathymetry, the tidal
elevation obtained from the inverse data assimilation was not
accurate in the offshore region of the northeastern continental
shelf. When GoM-FVCOM was initially developed, the tidal forcing
on the northern side of the nesting boundary was adjusted to
obtain the best tidal simulation results in the GoM/GB and Mas-
sachusetts coastal regions. However, there was no effort to adjust
the tidal forcing along the southern side of the nesting boundary
to improve the local tidal simulation. The resulting tidal simulation
results were compared with all available sea level measurements
at tidal gauges in the GoM/GB region (Chen et al., 2011). Chen
et al. (2011) pointed out that the tidal energy in the GoM/GB region
originated from the North Atlantic Ocean, which entered the region
through the Northeast Channel, while the tidal energy over the
southern New England shelf was from the offshore open ocean
region. Therefore, the adjustment made on the northern side of
the nesting boundary would not improve the tidal simulation in
the Block Island Sound region.

The GoM-FVCOM was initially configured with bathymetric
data available in 1999. In 2013, J. O’Donnell and T. Fake (University
of Connecticut) provided us with their high-resolution bathymetric
dataset based on field surveys and LIDAR data obtained in Long
Island Sound and a portion of the Block Island Sound region. We
compared this new bathymetric data with the bathymetric data-
base used in the old version of GoM-FVCOM and found in some
regions the difference between the newly surveyed and the
model-used bathymetries could be up to �10 m. While the bathy-
metry used in GoM-FVCOM for forecast operation has been
improved with time, this improved bathymetry was not used in
the NECOFS hindcast database used in this study.

Chen et al. (2011) examined the sensitivity of the tidal simula-
tion to the parameterization in bottom roughness and vertical
eddy viscosity in the GoM/GB region. Comparing the observed bot-
tom roughness, turbulent dissipation energy and vertical eddy vis-
cosity, they found that the accuracy of tidal elevation and current
simulation was sensitive to these parameters which must be spec-
ified in the model setup. The bottom roughness used in the GoM-
FVCOM hindcast was based on model-data comparisons on GB
and in the GoM (Terray et al., 1996, 1997). Since no comparison
was made in the Block Island Sound region, the parameters speci-
fied in the GoM-FVCOM may not be suitable for this region. To
evaluate how sensitive the tidal simulation in the study area is
to these factors, we conducted the following experiments:

(1) Boundary Tidal Forcing: we adjusted the M2 tidal elevation
on the southern side of the nesting boundary by a reduction
of 5 cm and ran GoM-FVCOM for the case with only tidal
forcing. The results showed that this tuning changed the
M2 tidal elevation at the Montauk station by a factor of less
than 1 cm, which meant that the tidal elevation along the
coast was sensitive to the setting of the tidal forcing on
the nesting boundary by a response rate of 20%. However,
the current version of GoM-FVCOM showed an underestima-
tion of tidal elevation along the coast, and an overestimation
of tidal current in the Block Island Sound region. Increasing
the tidal elevation on the boundary will increase the ampli-
tude of tidal currents and thus lead to a larger error in the
tidal current simulation. This analysis suggests that the error
in the tidal current simulation was not caused by the setting
of the tidal elevation on the nesting boundary.

(2) Bathymetry: we re-ran the GoM-FVCOM with the updated
bathymetry in the Long Island Sound and adjacent region
for the case with only tidal forcing for a period of 3 months.
In addition to an improvement in tidal elevation simulation
along the coast, the average error in the M2 tidal currents
was reduced by a factor of 13% (Fig. 22a), an improvement
of �46% compared with the model results used in the
CODAR comparison. This suggests that the overestimation
in the magnitude of the tidal currents in the Block Island
Sound region was partially due to the inaccurate bathymetry
used in the model.

To explore the effect of reduced tidal currents on tidal rectifica-
tion (Fig. 19), we reran the homogeneous case with the new bathy-
metry. The flow pattern was similar, but the strength of the
residual current was reduced by about 5%.

(3) Bottom Roughness: By increasing the bottom roughness
value by a factor of four in the Block Island Sound region,
we re-ran GoM-FVCOM for the case with only tidal forcing.
The results showed that the overestimation of the M2 values
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dropped by a factor of 16%, an improvement at a percent
value of �57% compared with the model results used in
the CODAR comparison (Fig. 22b). However, increasing the
bottom roughness caused an underestimation of tidal eleva-
tion at coastal tidal gauges. Therefore, if the bottom rough-
ness was an issue that caused the overestimation of tidal
currents in Block Island Sound, it should vary in space. It is
difficult to accurately specify the spatially-varying bottom
roughness parameter in the model without relevant direct
measurements of bottom stress and/or bottom roughness
taken in this region.

(4) Vertical Eddy Viscosity: Although no experiment was made
to test the sensitivity of the tidal simulation to vertical eddy
viscosity, Chen et al. (1995) found that increased vertical
mixing would increase the along-isobath rectified tidal cur-
rents, and vice versa.

The model-CODAR comparison results suggest that the tidal
simulation in the Block Island Sound region needs to be improved.
Preliminary experiments suggest that realistic changes to the tidal
boundary conditions will not have a significant effect on the cur-
rents, but that improvements in local bathymetry and parameter-
ization of bottom roughness will decrease the amplitude of the M2

tidal current. The effects of changing vertical eddy viscosity remain
to be explored.
7. Summary

A comparison was made between the global–regional nested
FVCOM-produced and CODAR-derived surface currents for the per-
iod 2000 through 2008 in the Block Island Sound region. The
model-computed and CODAR-derived kinetic energy spectrum
densities matched at subtidal frequencies with the model slightly
over predicting in the tidal frequencies within the 95% confidence
interval. Both CODAR and model data indicated that the region was
dominated by the semidiurnal tidal motion, which on average
accounted for �87% of the total kinetic energy. The subtidal vari-
ability accounted for �9% and the diurnal tides the remaining
�4% of the total kinetic energy. Taking the CODAR averaged hourly
uncertainty of 3–7 cm/s in speed and 4–14� in direction into
account, the model reproduced the primary tidal flow pattern in
this region.

The comparison of CODAR-derived and model-computed subti-
dal surface currents was made over daily to monthly timescales.
The model-computed and CODAR-derived monthly averaged flow
fields showed that over all four seasons, the flow field retained
the same spatial distribution pattern: relatively strong southeast-
ward outflow through the Race; a permanent anticyclonic eddy-
like current around the southern area of the eastern tip of Long
Island; and one around-island currents (BICC in Fig. 8) that were
separated on the western side of Block Island. High correlation
coefficient values were found for the time series of CODAR-
derived and model-computed surface velocities with the surface
wind stress, suggesting that the monthly variability of the surface
current in the Block Island Sound region was highly correlated to
the change in the wind stress over seasons and years.

The June 2007 extratropical storm Barry was selected to esti-
mate the impact of wave–current interaction dynamics on the
model-CODAR comparison. The statistics of the CODAR-model
comparison for the cases with and without inclusion of wave–cur-
rent interaction suggested that including wave–current interaction
processes in the model simulation did not significantly improve
the accuracy of the model-CODAR comparison in this region.

EOF analysis results showed that the subtidal low-frequency
flow field in the Block Island Sound region was strongly controlled
by the first and second modes, which accounted for 89% and 7% of
the total variance, respectively. Mode 1 represented the relatively
stationary low-frequency flow pattern that was detected by the
CODAR and model. The corresponding time series of cross- and
along-shelf velocity remained the same sign, so that this flow pat-
tern is a permanent feature, with its magnitude intensifying during
the summer and weakening during the winter. Mode 2 was charac-
terized mainly by the secondary cross-shelf flow and a strong
along-shelf flow. The corresponding time series showed the
cross-shelf velocity changed direction with season: the cross-
shelf flow was dominated by an onshore flow during late spring
through summer and by an offshore flow during fall through
winter.

The process-oriented model experiments indicated that the rel-
atively stationary flow pattern found in mode 1 was a result of tidal
rectification and the seasonal variability was caused by stratified
tidal rectification that was strongest during summer as stratifica-
tion developed and weakest during the winter when the water is
vertically well mixed. Correlation analysis between the flow and
wind stress suggested that the mode 2 flow pattern was formed
by the surface wind forcing with its direction changing with sea-
son. The mode 2 onshore and offshore water transport complied
with wind-driven Ekman theory, while the along-shelf water
transport was not only driven by the surface wind stress but also
influenced by the water transport from the surrounding coastal
and shelf regions.
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