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a b s t r a c t

A high-resolution nested global-Japan coastal FVCOM system was used to simulate the March 11, 2011
Tōhoku M9 earthquake-induced tsunami waves and coastal inundation along the northeastern coast of
Honshu Island in the western Pacific Ocean. Experiments were made with initial fields provided by five
seismic rupture models under realistic conditions with inclusion of the Kuroshio, tides and wind forcing.
Results show that the model-computed intensities and distributions of tsunami waves and subsequent
coastal inundation could be significantly influenced by initial conditions, even though all five cases were
capable of reproducing key features of the tsunami waves. Modeled tsunami waves featured a low dis-
persive, weakly nonlinear long wave controlled by hydrostatic dynamics. Non-hydrostatic effects only
became significant when tsunami waves reached the inner shelf and the amplitude of the leading tsu-
nami wave grew within O(1) of the local water depth (10 m or shallower). In both hydrostatic and
non-hydrostatic cases, significant mixing occurred when the ratio of wave amplitude to local water depth
grew to about 0.25 or greater. Model-predicted run-up was in good agreement with 2-D N-wave analyt-
ical solutions on the northern coast around South Iwate where inundation was small, but not in the cen-
tral Sendai coastal region where inundation was large and 3-D wave dynamics became significant. The
experiments suggest that once local bathymetry is accurately configured and the intensity and shape
of the initial bottom movement can be predicted, this nested FVCOM system is capable of making accu-
rate predictions of tsunami waves and coastal inundation.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

March 11, 2011 was a tragic day for Japan and the world. The
M9.0 and M7.9 earthquakes occurred roughly 70 km east of the Pa-
cific coast of Tōhoku, Japan (Hayes, 2011; Simons et al., 2011)
(Fig. 1), which produced a major tsunami, rapid coastal inundation,
and caused serious damage in the coastal zone resulting in 15,883
people deaths, �6146 injured and �2,654 missing (http://
www.npa.go.jp/archive/keibi/biki/higaijokyo.pdf). The tsunami
also caused major infrastructure damage at the Fukushima Dai-ichi
Nuclear Power Plant (FDNPP) with the meltdown of three reactors
and major release of radiation into the air and coastal waters
around the plant. The radionuclide leaking at FDNPP led to the
evacuation of the population near the plant and an intense concern
in Japan and around the world about the coastal environment and
its potential long-term impacts on the Pacific Ocean. The US Na-
tional Science Foundation (NSF) quickly funded a number of RAPID
grants to investigate different aspects of the earthquake, tsunami,
inundation, and nuclear disaster (EERI, 2012). An interdisciplinary
team of U.S. and Japanese scientists (geophysics, physical and bio-
logical oceanography, coastal engineering) was formed to make a
model assessment of the March 11 earthquake, tsunami formation
and evolution, coastal inundation, and initial spread of the Fuku-
shima radionuclides into the Pacific Ocean (Beardsley et al., 2012).

Several scientific and technical issues arose during an initial
stage of our research. First, if only the tsunami was concerned,
one could follow a traditional approach to simulate the tsunami
using a two-dimensional (vertically-integrated) shallow water
panese
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Fig. 1. Location of the mainshock with epicenter at 38.30�N, 142.37�E at 5:46 UTC (local time at 14:46 PM) on March 11, 2011 (USGS, 2011), followed by a M7.9 aftershock on
the eastern Japanese shelf (filled red dot); the regional circulation pattern (color vector lines); enlarged view of the Fukushima Dai-ichi Nuclear Power Plant (FDNPP) (upper-
left) with heights of breakwaters and an adjacent image showing the damage of FDNPP facilities (downloaded from http://www.nytimes.com/interactive/2011/03/13/world/
asia/satellite-photos-japan-before-and-after-tsumami.html); and the locations of eight coastal tide gauge stations from Kuji to Fukushima (green dots) used for the model-
data comparisons (right-lower) in the Tōhoku region bounded by the white box. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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equation model by specifying the initial sea level change due to the
earthquake (e.g., Sasaki et al., 2011, 2012; Kim et al., 2011). For the
March 11 Tōhoku earthquake event, however, the inundation pro-
duced by the tsunami damaged the FDNPP facility and led to a seri-
ous release of radionuclides into the coastal ocean. If one
attempted to extend the tsunami simulation to track the spread
of radionuclides thereafter, the flow field would be required. A bet-
ter approach would be to use a three-dimensional (3-D) ocean
model capable of resolving the multi-scale barotropic and baroclin-
ic advective processes in the FDNPP-inner shelf and regional ocean
complex (Fig. 1). This model should include realistic forcing condi-
tions, not only for the initial perturbation of sea level but also for
tidal, wind and buoyancy forcing to simulate the coastal and regio-
nal circulation and stratification. After the initial simulation of the
March 11 tsunami and coastal inundation, this model could then
be used to track the initial spread of radionuclides (esp. Cs-137;
half-life �30 years) from the FDNPP into and across the shelf (Lai
et al., 2013). To our knowledge, simulating tsunami waves using
a 3-D stratified ocean model has not been tried in the past.

Second, after the earthquake, several seismic rupture models
were proposed to examine inversely the geophysical dynamics
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
coast: A model assessment. Prog. Oceanogr. (2014), http://dx.doi.org/10.1016/
for this earthquake (Toda et al., 2011). These models were based
on seismic, geodetic and tsunami observations. While several mod-
eling efforts were also made to simulate the tsunami waves under
idealized initial conditions (e.g. Yoon et al., 2011; Kim et al., 2011;
Chan and Liu, 2012), to our knowledge, no assessment has been
performed by simulating the tsunami and subsequent coastal
inundation using an ocean model with realistic forcing conditions
and initial seafloor changes constructued based on multi-sources
of measurements at monitoring sites by these seismic models.
Such an assessment could provide us with an alternative indepen-
dent evaluation of these seismic models for their reality and accu-
racy in presenting the observed features of the tsunami waves and
coastal inundation.

Third, scaling analysis suggested that the initial tsunami waves
produced by the March 11, 2011 Japan earthquake were low-dis-
persive, weakly nonlinear long waves since the ratios of water
depth to wavelength and of wave amplitude to water depth were
much smaller than one (Chan and Liu, 2012). It is unclear if hydro-
static dynamics is sufficient to simulate the propagation and runup
of these tsunami waves, particularly over the shelf and near the
coast where the tsunami waves could become strongly nonlinear
.0 earthquake-induced tsunami and coastal inundation along the Japanese
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as the wave amplitude grows closer to or larger than the local
water depth. For a given high resolution grid, running a model with
hydrostatic and non-hydrostatic dynamics, respectively, could al-
low us to examine the relative importance of non-hydrostatic
dynamics in the tsunami wave simulation.

Fourth, many efforts have been made on examining the behav-
ior of the tsunami wave runup (e.g. Carrier and Greenspan, 1958;
Keller and Keller, 1964; Synolakis et al., 2008; Madsen and Schäf-
fer, 2010; Chan and Liu, 2012). Carrier and Greenspan (1958) de-
rived an analytical solution for a nonlinear wave equation for
nonbreaking long waves climbing over a linear slope in an inviscid
shallow water ocean. Keller and Keller (1964) considered shallow
water waves propagating over a more realistic linear two-slope
beach, but their analytical solution was valid only for linear theory.
A solution that could be applied for both linear and nonlinear shal-
low water waves was derived by Synolakis et al. (2008) and Mad-
sen and Schäffer (2010). All of these analytical studies, however,
were conducted for idealized 2-D (x–z where x is the cross-isobath
direction and z is the vertical direction) canonical problem in
which the wave propagated from a constant depth region to the
linear slope with no lateral (along-isobath) variation. The central
Tōhoku shelf north of the FDNPP is characterized by a concave
coastline, and our model simulations of the March 11 Japan tsu-
nami waves exhibited 3-D features as the waves reached the coast.
A comparison of our 3-D model simulations with these analytic
theories could provide new insight into their applicability and
limits.

In addition to scientific issues, intense public attentions have
focused on the radionuclides leaking from FDNPP. It is unclear
how the tsunami was amplified when it entered the FDNPP facility
area from the shelf and how it affected the resulting inundation.
The FDNPP facility damage image (Fig. 1) implied that the tsunami
seemed higher on the southern side than on the northern side, and
more serious on the back rather than on the front. Did the facility
breakwaters (designed for a peak wave elevation of 5.0 m) act to
influence the flooding around the FDNPP? Since the horizontal
Fig. 2. Illustration of nested Global-JC FVCOM system. Blue line presents the nesting boun
JC-FVCOM grid; and right lower: enlarged view of the grid in the FDNPP. The horizonta
FVCOM. (For interpretation of the references to color in this figure legend, the reader is

Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
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resolution and bathymetry used in previous models were too
coarse to resolve the near-shore tsunami propagation towards
the FDNPP, these questions were not addressed until our studies.

To address these issues, we developed an integrated seismic-
ocean-tracer model system to examine the tsunami formation,
inundation, and initial spreading of Cs-137. In this paper, we pres-
ent our key results on the initial tsunami generation, subsequent
propagation, and coastal inundation. A subsequent paper (Lai
et al., 2013) has investigated in more detail the dynamics control-
ling the initial pathways of Cs-137 from the FDNPP to the shelf
break.

Our model system features a nested global-Japan coastal
FVCOM system. Using high-resolution bathymetry and elevation
data obtained from the Japan Oceanographic Data Center and Geo-
spatial Information Authority of Japan, the local model domain was
configured with a horizontal resolution up to 5 m in regions of
complex inner-shelf-land topography and around the FDNPP. Un-
der realistic oceanic conditions that include the Kuroshio, tides
and wind forcing, we first conducted experiments with the initial
March 11 earthquake bottom movements provided by five ad-
vanced seismic rupture models. The seismic models were then
evaluated through comparisons of model-simulated sea level with
observations at coastal tide gauges and model-predicted inunda-
tion areas with inundation maps constructed from field survey re-
sults. We next determined the relative importance of non-
hydrostatic dynamics on the tsunami wave runup and compared
our model results with the analytic runup model solutions.

2. The integrated model system and experiment design

The ocean model used in this study is a global-regional-coastal
nested FVCOM system (hereafter referred to as the nested global-
Japan coastal FVCOM system) (Fig. 2). FVCOM is a prognostic,
unstructured-grid Finite-Volume Community Ocean Model devel-
oped originally by Chen et al. (2003) and upgraded by team efforts
(Chen et al., 2006a,b, 2013). FVCOM solves the flux form of the
dary between Global-FVCOM and JC-FVCOM. Left: Global-FVCOM grid; right-upper:
l resolution varies in range of 2–25 km for Global-FVCOM and 5 m to 5 km for JC-
referred to the web version of this article.)
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governing equations in control volumes constructed with multi-
triangular meshes using a second-order accurate discrete flux
scheme. This model uses an unstructured grid in the horizontal
and a terrain-following coordinate in the vertical. The unstructured
triangular grid provides a better fitting of irregular coastal geome-
tries and flexibility in adjusting the grid resolution to capture the
key physical processes (Chen et al., 2007). The finite-volume ap-
proach ensures the conservation of mass, heat, salt, and tracer con-
centrations in the sense of numerical computation. The latest
version of FVCOM (v3.1.6) used in this study is a fully coupled cur-
rent-wave-sediment-ice model with multiple options for domain
nesting, flooding/drying processes, and hydrostatic/non-hydro-
static solvers (Chen et al., 2013). The wet/dry treatment algorithm
used to simulate the coastal inundation is described in Appendix A.

The global-Japan coastal nested FVCOM system includes two
models: (1) Global-FVCOM and (2) Japan coastal FVCOM (JC-
FVCOM). These models are nested through the common boundary
a
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cells. Global-FVCOM uses the spherical version of FVCOM to cover
the entire global ocean with inclusion of all major rivers (Fig. 2, left
panel). Its grid features a horizontal resolution varying from 2 km
along Japan’s coast to 25 km in the interior. A hybrid terrain-fol-
lowing (s- to sigma-) coordinate system is used in the vertical, with
a total of 45 layers, 10 and 5 uniform layers near the surface and
bottom, respectively, in regions deeper than 225 m, switching to
the sigma-coordinate in continental shelf and coastal regions shal-
lower than 225 m. The thickness of the uniform layers is 5 m, so
the hybrid coordinate transition occurs at the location where all
layers have uniform thickness of 5 m. This hybrid coordinate pre-
vents numerical errors in the simulation of surface mixed layer
and bottom boundary layer dynamics in the interior of the ocean
without losing vertical resolution in the shallower coastal regions.
Global-FVCOM is driven by (a) astronomical tidal forcing with
eight constituents (M2, S2, N2, K2, K1, P1, O1, and Q1), (b) surface
wind stress, (c) net heat flux at the surface plus shortwave
4 5 6 7
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irradiance in the water column, (d) surface air pressure gradients,
(e) precipitation (P) minus evaporation (E), and (f) river discharge.
The external forcings were generated by two sources: (1) global
NCEP/NCAR reanalysis data at a 6-h time interval and a 1.88-
degree resolution, and (2) regional MM5/WRF reanalysis data at
a 1-h time interval and a 10-km resolution. We merged these
two datasets together and interpolated into an hourly time
interval time series at each grid node. The heat flux was adopted
from version 2 of the CORE (Common Ocean Reference Experi-
ment) global air-sea flux dataset. The river discharges were
collected from different countries. For the rivers terminating on
the US and Canada coasts, the discharge data were downloaded
directly from the US USGS website (http://waterdata.usgs.
gov/nwis) and the Canadian website (http://www.wsc.ec.gc.ca/
applications/H2O/index-eng.cfm). For the regions where no river
discharge data were available, we used the climatological data that
are used for the Navy global ocean model.

Global-FVCOM has been validated through a 50-year spin-up
simulation and a 35-year (1978–2012) hindcast assimilation
(http://202.121.64.88:8000/fvcomwms/). An example for the accu-
racy of the tidal simulation in the western Pacific coastal regions
was given in Hu et al. (2012), which suggested that the Global-
FVCOM provides the same accuracy as regional tidal models used
in that region.

JC-FVCOM was configured with horizontal resolution varying
from 5 km near the boundary nesting with Global-FVCOM to
5–10 m in the nearshore coastal region (including the FDNPP)
and inland up to a distance of 15 km from the coast (Fig. 2, right
panels). JC-FVCOM had the same hybrid vertical coordinate system
with 45 layers and was forced with the same meteorological
forcing as Global-FVCOM.

For this study, the Global-FVCOM hindcast started on January 1,
2011 with initial conditions provided from the hindcast results of
2010 and continued to July 31, 2011. The M9.0 Tōhoku earthquake
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struck at 5:46 UTC March 11 with its epicenter near 38.30�N,
142.37�E (USGS, 2011), causing a large change in the bottom
bathymetry on the Japan trench mega-thrust area east of northern
Honshu Island. Within �2 min, the bottom elevation over a large
area (200 � 500 km) shifted significantly, with a maximum uplift
of �7 m and depression of �3.5 m. At 6:15 UTC, a major M7.9
aftershock struck near 35.92�N, 141.38�E, causing an additional
bottom elevation change in a smaller area near the southern coast.
JC-FVCOM started running at 0:00 UTC on March 11, 2011 with
nested boundary conditions provided by the Global-FVCOM and
sea level changes predicted by five seismic rupture models for
the combined M9.0 mainshock and M7.9 aftershock at 5:46 UTC
on that day.

The seafloor changes predicted by the five seismic rupture mod-
els, which were described in detail in Toda et al. (2011), are shown
in Fig. 3. The five cases were named as case-a for Wei and Sladen
(2011) and Simons et al. (2011), using data from teleseismic P,
SH, and long period surface waves plus static GPS; case-b for Fujii
et al. (2011), using data from DART tsunamigrams and tide gauges;
case-c for Shao et al. (2011), using data from similar sources as Wei
and Slanden’s except no GPS; case-d for Pollitz et al. (2011), using
static GPS data; and case-e for Yagi and Fukahata (2011), using
data from teleseismic body waves. The seismic moment was de-
fined as M0 = lDS, where l was the shear modulus of the rocks,
D was the average slip on the earthquake rupture plane with the
fault surface area S, while the earthquake moment magnitude
Mw = logM0/1.5–10.73 (Stein and Wysession, 2003). The M9.0
mainshock plus the M7.9 aftershock yielded seismic moments of
4.5, 3.6, 5.7, 3.6 and 4.5 E29 dyne-cm for cases a–e, respectively.
The vertical deformation of the seafloor were calculated for the five
seismic models and used as the driving force to trigger the simu-
lated tsunami waves. However, the earthquake-induced local crus-
tal deformation along Japan’s coastal regions were not included
when comparing model predictions with observations.
144 145 146 147

ude (oE)
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age) over the Japanese shelf at 5:00 UTC March 11, 2011. The earthquake occurred
mesoscale variability of upper-ocean currents between the Kuroshio (on the south)
ents over the shelf were northward.
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The seafloor changes predicted by these five seismic models sig-
nificantly differed in both magnitude and spatial distributions
(Fig. 3). The model-predicted orientations of the major axis of ver-
tical deformation of the seafloor were similar, but case-b and case-
c had a much larger vertical deformation than the other three
cases. Although case-b and case-c showed the maximum vertical
deformation value, case-c covered a larger area than case-b.
Case-a showed that there was significant seafloor change north
of 40�N, while other cases did not.

At 5:00 UTC, 46 min before the mainshock struck, the surface
circulation off northern Honshu Island featured a strong offshore
Kuroshio Current on the south with a large cyclonic recirculation
centered near 36.5�N, 142.5�E, a small cyclonic eddy centered near
38.3�N, 143.5�E between the Kuroshio recirculation and Oyashio
Current, and weaker currents over the continental shelf and upper
slope (Fig. 4). The mainshock was centered in a weak current zone
between the two cyclonic eddies and occurred near low tide, at
which time currents near the coastal region were of order 0.1–
0.5 m/s and the prevailing winds were northeasterly with a speed
of roughly 5 m/s.

3. Tsunami simulations

JC-FVCOM with initial conditions from the five seismic models
was capable of reproducing the tsunami and coastal inundation.
As an example, here we use case-a to describe the general features
of the tsunami simulations. Fig. 5 shows three snapshots of the dis-
tribution of the tsunami waves at 05:51:53, 06:15:03 and 06:42:23
(hours:minutes:seconds) UTC, March 11. The initial leading tsu-
nami wave propagated towards the coast and reached the northern
Fig. 5. Snapshots of the water level distribution (m) of the leading tsunami wave
over the eastern Japanese shelf at 05:51:53, 06:15:03 and 06:42:23 (hours:min-
utes:seconds) UTC on March 11, 2011.
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and southern coasts in about 30 min. Large reflections occurred
from the northern and southern coasts, turning clockwise on the
north and counterclockwise on the south, rejointing the tsunami
waves that propagated towards the Miyagi coast. The largest inun-
dation occurred along the Miyagi coast in Sendai Bay, due to both
the relatively low and flat land features and the tsunami wave en-
ergy accumulation from the reflected waves on both the coasts.
The 06:42:23 snapshot clearly showed that the reflected waves
tended to push the water from both sides towards the center of
the Miyagi coast. The primary wave had an initial phase speed of
about 200 m/s and slowed down as the wave propagated across
the shelf and towards the coast (Fig. 6). By the time when the pri-
mary wave reached the coast, the phase speed was about 30 m/s on
the northern coast, 40 m/s on the southern side, and 60–70 m/s in
the middle of Miyagi.

The FDNPP is located at 37.42�N, 141.03�E on the southern area
of Miyagi coast (Figs. 1 and 6). When the mainshock primary wave
entered this facility, it was split into two branches by the northern
and southern breakwaters, and the maximum surface water cur-
rent speed exceeded 27 m/s (Fig. 7), which was two times larger
than the maximum currents measured by tsunami video images
taken in Kesennuma Bay (Fritz et al., 2012). The breakwaters, de-
signed to protect the nuclear facility from a smaller tsunami, also
functioned as a wave guide to increase the water flux onto the
northern and southern ends of the facility. The water first flowed
onto the southern land and then onto the northern land. The water
then retreated back into the facility from land. While much of the
water drained back to the ocean after the primary wave, a
significant amount of water remained in the inland areas around
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nuclear reactors #1–#4 on the south and nuclear reactors #5–#6
on the north. During and after flooding, multiple vortices or whirl-
pools appeared near and inside the power plant facility areas, with
diameters of roughly 50–200 m. During flooding, cyclonic vortices
occurred and both cyclonic and anticyclonic vortices were found
when the water rapidly retreated back to the ocean.

The larger flooding that occurred on the southern side was a re-
sult of the higher sea level on the southern breakwater. We com-
pared the time series of the sea level at site A on the north and
site B on the south of the facility (Fig. 8). The model predicted a
maximum water level of 16.02 m at site B and 13.59 m at site A,
a difference of 2.43 m. The model-predicted inundation processes
into the FDNPP were consistent with a satellite image made after
the mainshock, which showed large damage in the inland areas
of reactors #4 and #3 on the south and reactor #1 close to the
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Fig. 8. Time series of the water level at sites A and B (shown in the left-upper panel)
during the tsunami.
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middle branch of the intrused water (Fig. 1). The vortices or whirl-
pools were evident in photos taken during this event as well as in
other inundated coastal areas (Kim et al., 2011; Lynett et al., 2012),
which was believed to be due to the rip current-driven return
water from the land after wave breaking.

We compared model-predicted tsunami water levels with mea-
surements from eight tide gauges from Kuji to Fukushima along
the eastern Japan coast that experienced significant tsunami dam-
age (Fig. 1). The Kuji gauge failed during inundation so that the
maximum water level there was unknown. At Sendai New Port,
the measurements showed a peak of 6.65 m. Since the gauge was
destroyed a few seconds later, it was unclear if the decrease in
water level after that peak was real or caused by instrument fail-
ure. The rapid ground geometric deformation caused by the earth-
quake also caused some measurement errors in amplitude and
phase. The uncertainty caused by these errors was not taken into
account in the model-data comparisons presented here.

The FVCOM-predicted water levels significantly differed in the
five cases even through all cases resolved the main water level
peak caused by the mainshock primary wave and subsequent oscil-
lations (Appendix B). The initial condition specified based on case-c
was constructed with almost the same data sources as case-a but
without GPS. The tsunami intensity, however, was overestimated
in case-c and underestimated in case-a, with a better overall re-
sults in case-c (Fig. 9). The model predictions for cases a–c cap-
tured the peak amplitude and timing better than those for cases
d–e (Table 1). At North Iwate, Central Iwate, and South Iwate in
the northern area, case-c predicted the water level closest to obser-
vations, but the timing was better in case-a at North Iwate and in
case-b at Central Iwate and South Iwate. At Central Miyagi, case-a
showed the best simulation for water level, and case-b predicted
the best timing. At Sendai New Port, all five cases caught the first
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Fig. 9. Comparisons of the model-simulated and observed sea level displacement (m) at eight tide gauges (location shown in Fig. 1) over the initial 120-min period for the
model runs with initial conditions of the seafloor change specified by case-a and case-c.

Table 1
Difference between observed and modeled main tsunami peaks and timings for the cases with initial seafloor change calculated using five seismic models.

Station Case-a Case-b Case-c Case-d Case-e

Df (m) Dt (min) Df (m) Dt (min) Df (m) Dt (min) Df (m) Dt (min) Df (m) Dt (min)

North Iwate 2.09 1.01 1.57 �5.59 0.55 �3.43 2.41 �5.73 2.67 �7.52
Central Iwate 2.45 4.68 3.01 �0.97 2.27 1.18 3.84 6.01 4.35 8.65
South Iwate 3.45 2.27 2.86 0.61 �0.46 1.45 3.87 6.76 3.83 9.58
North Miyagi 2.25 �0.83 1.58 0.69 �5.22 0.54 2.79 8.67 2.78 7.12
Central Miyagi �0.72 �1.29 �3.81 0.38 �10.54 �0.79 1.70 7.52 4.19 2.85
Sendai New Port �1.49 �1.52 �0.10 �4.35 �2.28 0.13 �0.19 1.14 2.31 1.85
Fukushima �1.67 3.29 0.25 �4.69 0.98 �3.90 0.69 6.77 �5.35 5.78

Note: Italicized values denote best-fitting models.
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largest tsunami peak, not only in amplitude but also in timing.
Case-b predicted the most accurate water level, and case-c showed
the best timing. If one considered the overall performance based on
both water level and phase, case-a was better at this site. At Fuku-
shima, case-b and case-a were the best in amplitude and timing,
respectively. These results indicate that the tsunami wave simula-
tion clearly depended on the spatial and temporal distributions of
the seafloor change predicted by seismic rupture models. Tsunami
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
coast: A model assessment. Prog. Oceanogr. (2014), http://dx.doi.org/10.1016/
simulation results based on an initial condition of idealized sea-
floor change should be interpreted with caution.

4. Inundation

Configured with 5- to 10-m resolution of the coastal zone
bathymetry and land elevation, JC-FVCOM succeeded in
reproducing the basic inundation process and flooded areas. The
.0 earthquake-induced tsunami and coastal inundation along the Japanese
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Table 2
Comparison between model-predicted and measured inundation areas.

Types FDNPP
(km2)

Region-I
(km2)

Region-II
(km2)

Sum (I and II)
(km2)

Measured 0.04 32.89 4.47 37.35
Case-a 0.04 26.99 3.77 30.76
Case-b 0.03 28.94 3.42 32.36
Case-c 0.04 30.99 6.15 37.14
Case-d 0.03 26.87 3.51 30.38
Case-e 0.04 20.39 2.88 23.52

Note: Region-I is located within longitudes from 140.84�E to 141.55�E and latitudes
from 37.82�N to 38.6�N. Region-II is located within longitudes from 141.47�E to
142.12�E and latitudes from 38.74�N to 39.75�. Italicized values denote best-fitting
models. Case-c provides the best overall fit with the combined measurements.
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model-predicted inundation areas made with the five seismic ini-
tial conditions were in reasonable agreement with field survey
measurements made by Japanese national and local governments,
academic, and other groups (Mori et al., 2011) (Appendix B). For
simplicity, we grouped the survey areas into two regions:
Region-I, where the most serious inundation occurred (Fig. 10, left
panel), and Region-II, the coastal area north of Region-I. We com-
puted the spatial extent of the simulated flooding and compared
these areas with those determined by both ground and satellite-
based measurements (Table 2). In Region-I, cases a–d showed bet-
ter agreement with measurement than case-e, with the closest
agreement obtained in case-c. The model-measurement difference
was about 4–6 km2 for cases a–b and d, only about 1.9 km2 for
case-c, but about 12.5 km2 for case-d. These differences, for exam-
ple, could be identified in Fig. 10 for case-a. Region-II covered the
more rugged area north of Central Miyagi, which included several
rivers. In this region, the inundation area was significantly overes-
timated by 1.7 km2 (about 38%) in case-c and considerably under-
estimated by 1.6 km2 (about 36%) in case-e. Case-a, case-b, and
case-d showed similar performance, with the closest agreement
seen in case-a (�15% underestimated). Cases a–d all were capable
of reproducing the inundated spots, but the model-predicted areas
at these spots differed from measurements, particularly in the in-
land areas of the rivers. This was partially due to the relatively low-
er accuracy of the coastal zone bathymetry and land elevation in
these areas and decreased grid resolution along this northern
shore, while it was clear that the extent of the predicted flooding
was affected by the initial conditions specified by the five seismic
models. This result was consistent with the water level compari-
sons described in Section 3.

The model results for all five cases reproduced accurately the
flooded areas in and around the FDNPP (Table 2). Except in
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case-d, the inundated areas simulated in the other four cases were
very close to the measurements, both in spatial distribution and
boundary location. An example is shown in Fig. 10 (right panel)
for the comparison of case-a and measurements. The major inun-
dation areas measured on the northern and southern regions of
the facility were consistent with the tsunami simulation results
that a significant fraction of the primary tsunami wave water
transport was forced by the breakwaters to flow around the FDNPP
and subsequently flood the land on both sides and behind the
facility.
5. Contributions of non-hydrostatic dynamics

We have examined the importance of non-hydrostatic dynam-
ics in the March 11 2013 Japan tsunami wave simulation. No sig-
nificant difference was observed for amplitude and propagation
speed of tsunami waves between hydrostatic and non-hydrostatic
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experiments until the waves arrived in regions shallower than
�10 m or less (Figs. 6 and 11). An example can be seen in Fig. 11
for the series of snapshots of surface elevation taken on a transect
starting over the shelf and ending at the FDNPP (shown as heavy
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
coast: A model assessment. Prog. Oceanogr. (2014), http://dx.doi.org/10.1016/
black line in Fig. 6). The surface elevations simulated by hydro-
static and non-hydrostatic FVCOMs were almost identical over
the shelf until the waves reached site-C (shown in Fig. 6) outside
of the water passage between the two breakwaters of FDNPP.
.0 earthquake-induced tsunami and coastal inundation along the Japanese
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The non-hydrostatic effect started as a vertical perturbation at the
crest of the leading tsunami wave at around 44 min after the earth-
quake, and then developed into a high-frequency wave packet over
a few minutes. The high-frequency wave train overlapped over the
hydrostatic surface elevation with a wider covering range extend-
ing to the backside of the wave crest. This feature was believed to
be due to reflection, since it was very close to and inside the area
bounded by the breakwaters. Non-hydrostatic processes resulted
in a relatively large high-frequency variation (up to a few meters)
of surface elevation, but did not change the general flooding ten-
dency as that found in the hydrostatic case. The difference between
the hydrostatic and non-hydrostatic tsunami waves can be clearly
seen in snapshots of the top-viewed distributions of surface eleva-
tion and near-surface current in Figs. 12 and 13. The leading tsu-
nami wave propagated as a water ‘‘wall’’ towards FDNPP in the
hydrostatic case, while featuring a wave packet in the non-hydro-
static case. The distributions of the near-surface currents remained
similar in these two cases, but the currents in the non-hydrostatic
cases exhibited significant spatial variability. Due to the high-fre-
quency fluctuation of surface elevation, timing of the maximum
flood onto FDNPP was delayed by a few seconds in the non-hydro-
static case than in the hydrostatic case.

These model results indicated that non-hydrostatic dynamics
became important in the region where the water depth was
�10 m or shallower. In this region, the amplitude of the tsunami
wave was about 5 m or higher. This was consistent with scaling
analysis results, which suggested that over the shelf where the ra-
tio of wave amplitude to water depth was much smaller than one
the tsunami was a low-dispersive, weakly nonlinear long wave,
and nonlinearity and non-hydrostatic dynamics only became crit-
ical in the shallow region where this ratio was O(1).
0.0.1.1.2.

Distance (km)

Fig. 13. Snapshots of the distributions of near-surface currents when the leading
tsunami wave swept over FDNPP areas for hydrostatic (left panel) and non-
hydrostatic (right panel) cases. The velocity scale is shown in the upper left of each
panel.
6. Impact of tsunami on vertical mixing

As explained in the introduction, one advantage of using the
nested 3-D global-coastal ocean model system is that it has already
simulated the regional circulation and stratification, which is a per-
quisite for tracking radionuclides from FDNPP. Since the tsunami
was a solitary-type wave with fast propagation speed (much greater
than the ambient currents) and reached the coast in roughly 0.5–
1 h, the regional circulation was unlikely to have a significant im-
pact if only the tsunami wave and coastal inundation were
considered. To verify this point, we ran JC-FVCOM by removing
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stratification and wind- and tide-driven circulation. The sea level
predicted by this barotropic case at tidal gauges was almost identi-
cal to the stratified case during the time before and when the peak of
the tsunami wave arrived. A difference in the range of 0.1–1.0 m ap-
peared in the subsequent oscillation period after the leading
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tsunami wave landed. This implied that the background circulation
and tides could have influences on the tsunami oscillations caused
by energy reflection after the leading tsunami wave arrived. We also
compared the model-predicted inundation areas for the cases with
and without inclusion of stratification. For example, for case-a forc-
ing conditions, the barotropic case predicted a slightly larger inun-
dation area (up to 10%) than the stratified case. Since this difference
varied with locations and was also related to initital conditions of
the seafloor change in cases a–e, whether or not the background re-
gional circulation and stratification should be included in simula-
tions of the tsunami wave and inundation depends on what level
of accuracy one would expect for the tsunami wave simulation.

We did examine how the tsunami wave affected vertical strat-
ification and mixing in our 3-D simulations. In the continental shelf
region, the tsunami behaved like a small-amplitude weakly-non-
linear wave. When the leading wave passed, the local vertical tem-
perature profile in the upper 40 m showed a shift of �0.1–0.2 �C
(Fig. 14). This shift had a maximum near the surface and decreased
with depth, which was believed due to Stoke’s drift. This shift,
however, did not change the vertical stratification and thus mixing.
The situation was different in the shallow region where vertical
mixing was considerably enhanced during the arrival and passage
of the leading wave. In this region (Fig. 15), the ratio of wave’s
amplitude to local depth is O(0.25). While the water column was
lifted up, the mixing layer thickness (measured by a temperature
range of 7.6–7.8 �C) significantly increased by �3–5 m in a few sec-
onds. The fact that the near-surface water was colder in the tsu-
nami case implied that the wave intended to wrap the cold
water onto the shelf. In Fig. 15, the colder water on the transect ap-
peared at 39.8 min but not at a previous time, suggesting that this
wrapping process happened as a 3-D feature. Similar vertical tem-
perature profiles found in the hydrostatic and non-hydrostatic
cases were consistent with the results shown in Section 5, where
non-hydrostatic effects were negligible until the ratio of wave
amplitude to local depth increased to O(1).
7. Comparisons with analytical solutions

We compared the model-predicted runup of the tsunami waves
with analytical solutions of solitary waves and so-called N-waves.
Synolakis (1987) considered the runup of a sechð�Þ2 -profile solitary
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
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wave propagating from a constant depth region onto a linear slope
region and derived a maximum runup law given as

RðtÞ ¼ 2:831dðcotbÞ
1
2

H
d

� �5
4

ð1Þ

where R(t) is the maximum runup, d is the local water depth, b is
the slope angle, and H is the initial solitary wave amplitude. Follow-
ing Madsen and Schäffer (2010)’s analytical solution and assuming
the incident wave was composed of the combination of multi
sech(�)2-profile waves, Chan and Liu (2012) obtained the N-wave
solution for the maximum runup R(s) given as

RðsÞ ¼
XN

n¼1

R0
nLi �3

2
;�e2hn

� �
� U2

2g
ð2Þ

where N is the total number of sech (�)2-profile initial waves,

R0
n ¼ 8Hnð2pXntoÞ

1
2, Li () is the Jonquièrès function, hn = Xn(s � tn

� 2to), U is the velocity given as UðsÞ ¼
PN

n¼1
2Xn

s R0
nLið� 5

2 ;�e2hn Þ,
s ¼ t � UðsÞ

sg , s is the beach slope, Xn is the nth wave frequency, tn

is the arbitrary phase shift, to ¼ ho

s
ffiffiffiffiffi
gho

p , ho is the local water depth,

and g is gravity. For the same initial wave amplitude from the mod-
el, we compared the model-predicted maximum runup with analyt-
ical solutions (1) and (2) on the two selected sections shown in
Fig. 6 (blue lines), and an example for the case-a simulation is
shown in Fig. 16.

On the north section, the bottom topography changed from
2000 m to a few meters over a distance of 100 km. This topography
could be fitted well by a linear slope with a ratio of 1:46.32
(�0.02). Given an initial incident wave amplitude of 1.0 m, the
model-calculated runup agreed very well with the N-wave solu-
tion. The runup predicted by the solitary wave solution (2)
matched well with both model-calculated and N-wave solution-
derived values in the region with water depth P200 m, but signif-
icantly underestimated the maximum runup (up to a value of
2.5 m) as the wave crossed the shallower region near the coast
(For this comparison, the N-wave runup was calculated with
N = 1, which was based on the fact that the solution with N = 1 re-
mained the same maximum wave height as the solution with N > 1
(Chan and Liu, 2012)). The north section was close to South Iwate.
Chan and Liu (2012) compared solutions of solitary waves and
.0 earthquake-induced tsunami and coastal inundation along the Japanese
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N-waves with runup observed at the TM1, TM2 and South Iwate
stations (note: the locations of TM1 and TM2 are almost on a
cross-isobath transect from South Iwate, see Fig. 1). By adjusting
wave parameters, the N-wave solution reasonably matched the
observations. Due to poor matching of the time series of surface
elevation observed at South Iwate by solitary wave solution, Chan
and Liu (2012) demonstrated that the March 11 2011 Japan tsu-
nami was not a solitary wave. Our comparison result on the north
section was consistent with their finding, and suggested that on
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this north section, for a given initial tsunami wave amplitude, N-
wave theory was capable of capturing the runup process like our
3-D primitive equation model.

On the south section, however, the model-calculated runup sig-
nificantly differed from both solitary wave and N-wave solutions.
This section cut across the center of the concave Miyagi shelf, on
which the bottom depth changed from 1000 m to a few meter over
a distance of 160 km (mean slope �0.0063). The change of bottom
depth with distance was not linear, with a slope of �0.0097 over
N-waves
Solitary wave

South section

Time (min) 9.83

Modeled

40 80 120 160

Distance (km)

d N-wave (blue) analytical solutions on the north section (left panels) and south
depth in units of 100 m. (For interpretation of the references to color in this figure

Time: 65.00 (min)
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Longitude (°E)
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ion of the references to color in this figure legend, the reader is referred to the web
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the distance between 70 km and 160 km and �0.0021 from 70 km
to the coast. These slopes were about 2.1 and 9.5 times smaller in
comparison with the north section, respectively. Given an initial
incident wave amplitude of 1.8 m from the model-computed wave
height at 160 km, the analytical solutions showed that a significant
increase of runup when the wave arrived in the shallow region
with water depth <100 m. The maximum runup at the coast was
10 m for the solitary wave solution but exceeded 20 m for the N-
wave solution. With the same initial wave amplitude, the model-
predicted runup remained higher than the analytical solutions
from the initial location to the shelf about 30 km away from the
coast. The maximum difference was in a range of 2–3 m. When
the tsunami wave arrived near the coast, the wave height dropped
from 7 m to 5 m and then increased again to 7 m before the inun-
dation occurred. In this region, the model-predicted runup was sig-
nificantly lower than the analytical solution.

The difference between the model and analytical solutions
could be interpreted by two reasons. First, the analytical solutions
were derived using 2-D theory, but it was clear that the tsunami
wave in this concave-geometric shelf region was a 3-D feature with
energetic wave reflection from both northern and southern coasts
(Fig. 5). The higher wave height predicted over the shelf by the
model was believed to be due to the reflection energy, a process
not included in the 2-D solutions. Second, the analytical solutions
were derived on an assumption of a linear bottom slope. This
assumption seemed to fit well on the north section but not on
the south section. Also, the reflection occurred after the tsunami
arrived on the northern and southern coast, which helped explain
why the model matched the N-waves’ solution well on the north
section but not on the south section.

Our model showed that on the south section, runup dropped
before the tsunami landed. This feature was also related to wave
reflection, which occurred over the shelf due to the concave coast-
line. The effect of wave reflection around that period is clearly
shown in Fig. 17. At 63.33 min after the earthquake, the leading
tsunami wave arrived in the shelf region about 25 km away from
the coast, where the wave height reached �7 m (Fig. 16). Since
the tsunami had arrived on the northern part of the coast at this
time, energy there was reflected and extended southward just on
the back of the leading wave (Fig. 17). The effected area grew rap-
idly southward in about 2.5 min, which tended to homogenize the
wave height around the wave crest (Fig. 17). This was the cause for
the drop of the runup before the leading tsunami wave landed.
When the leading tsunami wave was close to the coast, the runup
increased again before the inundation started.

8. Discussion and conclusions

Our experiments have demonstrated that the nested global-Ja-
pan coastal FVCOM system was capable of simulating the March
11, 2011 Tōhoku tsunami and coastal inundation. By running the
ocean model using the seafloor change predicted by five different
seismic rupture models as initial conditions, we provided an alter-
native oceanic evaluation of these seismic models. Key findings
from this ‘‘forward’’ simulation approach are summarized as fol-
lows. First, for the given same ocean conditions, these seismic
models were capable of reproducing the main features of the tsu-
nami and coastal inundation. However, the degree of agreement
between the FVCOM-predictions and observations varied signifi-
cantly with the five different initial conditions. Second, the fact
that case-c with the highest seismic moment showed the best
overall simulation in both water level and spatial extent of coastal
inundation implied that the moment of these seismic models was a
factor that could influence the ocean model simulation. However,
this factor was certainly not the controlling parameter since
case-e had the same moment as case-a, but its performance was
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not as good as case-a. Also, case-b’s moment was much lower than
case-c and case-a, but its performance was similar to case-a. Third,
our experiments suggested that including more data into the seis-
mic rupture model did not always provide a better solution. Case-c
was developed with almost the same data sources as case-a but
without GPS. The tsunami intensity was overestimated in case-c
and underestimated in case-a, but case-c provided a better overall
result. Finally, the seismic rupture models based on multiple mon-
itoring data sources have been widely used to study earthquake
dynamics. Coupling seismic models with an ocean model could
provide an alternative tool to evaluate these seismic models and
also enhance our understanding of the possibility and reality for
rapid prediction of a tsunami after an earthquake.

The good agreement of the model-simulated inundation areas
with observations demonstrated that with better resolution of
coastal geometry for a given accurate local bathymetry, an
unstructured-grid nested-domain ocean model was capable of
reproducing the March 11, 2011 Japan tsunami and resulting
coastal inundation. Significant differences in sea level and inunda-
tion areas were found in the model-data comparisons, which sug-
gested that it was critical to capture the seismic moment of the
earthquake and spatial distribution of the seafloor change if one in-
tended to use an ocean model to predict the tsunami and flooding.
With sufficient spatial resolution around the FDNNP facility, the
model accurately predicted the flooding observed at the facility
and identified the key role of the breakwaters in the flooding
process.

The comparison of hydrostatic and non-hydrostatic experiment
results indicated that the March 11 2011 Japan tsunami was a
weakly nonlinear long wave as it propagated from its origin to-
wards the coast. Non-hydrostatic effects became a critical factor
in the shallow region where the amplitude of the leading tsunami
wave grew to the same order of the local water depth. In this case,
the transition depth was about 10 m or shallower.

The initial tsunami wave developed 3-D features as it ap-
proached the Miyagi shelf caused by wave reflection from the
northern and southern coasts. The model-simulated runup
matched well with the N-wave analytical solution on the northern
shelf where the bottom topography featured a linear slope, but not
in the concave Sendai Bay where the bottom topography was com-
plex and effects of wave reflections from northern and southern
coastal regions were significant. Using 2-D analytical solutions to
interpret this tsunami event needs to be viewed with caution.

In the continental shelf region where the wave amplitude was
much smaller than local water depth, the arrival and passage of
the initial tsunami wave caused little change in the vertical strati-
fication and essentially no mixing in both the hydrostatic and non-
hydrostatic experiments. This changed as the ratio of wave ampli-
tude to local water depth grew to about 0.25 or greater, thereafter
significant mixing occurred. The effect of this change in stratifica-
tion on the near-shore currents and their role in the initial spread
of radioactivity from the FDNPP was discussed in Lai et al. (2013).
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Fig. A1. Illustration of a cross-shelf section for an idealized coast with definition of
H, f and hB.
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Appendix A. The FVCOM wet/dry point treatment Algorithms
and validations

One of the most difficult problems in the coastal inundation
modeling is to provide an accurate simulation of the water trans-
port flooding onto and draining out of the land. In the last three
decades, two types of approaches have been developed to solve
this issue: one is the moving-boundary method and the other is
the wet/dry point treatment method. In the first method, the com-
putational domain is bounded by an interface line between land
and water where total water depth and normal transport are equal
to zero (Lynch and Gray, 1980). Because this boundary moves over
flooding and draining cycles, the model grid must be re-generated
at every time step. This method seems to work for idealized estu-
aries and coasts with simple geometries (Sidén and Lynch, 1988;
Austria and Aldama, 1990), but it is not easy for application to real-
istic coastal regions with complex geometry including tidal creeks,
islands, barriers, and inlets. In the second method, the computa-
tional domain covers the maximum flooding area. Numerical grids
consist of wet and dry points with a boundary defined as an inter-
face line between water and land respectively. The wet and dry
points are distinguished by the local total water depth of
D = H(x, y) + f(x, y, t) (where H is the reference water depth and f
is the surface elevation). The wet point is a grid point with
D > 0, otherwise, D = 0 at dry points. At dry points, velocities
are automatically specified as zero, but salinity retains the same
value from the previous time step. Since this method is relatively
simple, it has been widely used to simulate the water transport
over inter-tidal areas in estuarine models (Leendertse, 1970 &
Leendertse, 1987; Flather and Heaps, 1975; Ip et al., 1998; Zheng
et al., 2003, Chen et al., 2008c).

The wet/dry point treatment technique works only for the case
in which a finite-value solution of the governing equations exists
as D approaches zero. In a z-coordinate system, to ensure numeri-
cal stability of a 3-D model, the thickness of the layer closest to the
surface must be greater than the amplitude of the tidal elevation
(Davies et al., 1997). This makes it difficult to apply this method
for a shallow estuary in which the amplitude of the tidal elevation
is the same order of magnitude as the local water depth. Because
irregular bathymetry is poorly resolved in a z-coordinate model,
it is not likely that the water transport can be accurately simulated
over realistic bathymetric inter-tidal zones during both flooding
and draining periods. Examples of the z-coordinate wet/dry meth-
ods can be seen in Casulli and Cheng (1991, 1992) and Casulli and
Cattani (1994), and Hervouet and Janin (1994).

In a terrain-following coordinate system, the wet/dry point
treatment is no longer valid as D becomes zero. One simple way
to avoid numerical singularity is to specify zero velocities at all
dry points. This approach, however, cannot ensure volume conser-
vation in the numerical computation due to discontinuous water
removal from elements that turn to dry over one time step. An
alternative way is to add a viscous boundary layer (Dmin) at the bot-
tom and redefine wet/dry points using a sum of D and Dmin. The
grid is treated as a wet point for D > Dmin, otherwise it is a dry
point. In terms of the nature of the vertical structure of turbulent
mixing, a viscous layer always exists below the log boundary layer
near a solid wall (Wilcox, 2000). However, to avoid adding addi-
tional water transport into a dynamic system, the viscous layer
should be sufficiently small to satisfy a motionless condition. In
most of FVCOM applications, we recommend a value of Dmin = 5 cm
(Chen et al., 2006a,b, 2013).

No matter which methods are used to simulate the flooding/
draining process over the land and intertidal wetlands, they must
be validated with respect to mass conservation. In all of these
methods, the dry and wet points are determined using some
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empirical criteria, so that the estimation of the water transport
in the dry-wet transition zone depends on (1) the criterion used
to define the wet/dry points, (2) the time step used for numerical
integration, (3) the horizontal and vertical resolutions of the model
grids, (4) amplitudes of surface elevation, and (5) bathymetry. In a
terrain-following coordinate transformation model, it might be
also related to the thickness of the bottom viscous layer (Dmin).

A new wet/dry point treatment method was developed for use
with FVCOM (Chen et al., 2006b, 2008a,b). This method has been
validated in a series of tidal simulations using an idealized semi-
enclosed estuary with an inter-tidal zone. Relationships of the time
step with discrete grid resolution, amplitude of external forcing,
the slope of the intertidal zone and thickness of the bottom viscous
layer are discussed and the criterion for the selection of the time
step has been derived (Chen et al., 2006b, 2013). The rule used in
validation is mass conservation, which, we believe, is a prerequi-
site condition for an objective evaluation of the wet/dry point
treatment technique in estuaries (and coastal regions where inun-
dation occurs). A detailed description of the criteria used to deter-
mine the wet and dry points can be found in the FVCOM User
Manuals (Chen et al., 2004, 2006b and 2013) and a brief summary
is given here.

Defining that D = Hm + f, where D = Hm + Dmin in the water and
Hm = - (hB + Dmin) on the land (Fig. A1), the wet or dry criterion
for node points is given as

wet; if D ¼ Hm þ f > Dmin

dry if D ¼ Hm þ f 6 Dmin

�

and for triangular cells is given as

wet; if D ¼minðHm;i;Hm;̂j;Hm;k̂Þ þmaxðf̂i; f̂j; fk̂Þ > Dmin

dry; if D ¼minðHm;i;Hm;̂j;Hm;k̂Þ þmaxðf̂i; f̂j; fk̂Þ 6 Dmin

(

where Dmin is the thickness of the viscous layer specified at the bot-
tom, hB is the bathymetric height related to the edge of the main
channel of a river (Fig. A1) and î, ĵ, and k̂ are the integer numbers
to identify the three node points of a triangular cell.

When a triangular cell is treated as dry, the velocity at the cen-
troid of this triangle is specified to be zero and no flux is allowed on
the three boundaries of this triangle. This triangular cell is removed
from the flux calculation in the TCE. For example, the integral form
of the continuity equation in FVCOM is written asZ Z

TCE

@f
@t

dxdy ¼ �
Z Z

TCE

@ð�uDÞ
@x

þ @ð
�vDÞ
@y

� �
dxdy ¼ �

I
l

�vNDdl

ðA:3Þ
.0 earthquake-induced tsunami and coastal inundation along the Japanese
j.pocean.2014.01.002

http://dx.doi.org/10.1016/j.pocean.2014.01.002


Fig. A2. Illustration of dry and wet segments of a tracer control element.
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where �u and �v are the x and y components of the vertically-aver-
aged velocity. In a dry/wet point system, only wet triangles are ta-
ken into account in the flux calculation in a TCE since the flux on
boundaries of the dry triangle is zero (see Fig. A2). This approach al-
ways ensures the volume conservation in a TCE that contains the
moving boundary between the dry and wet triangles over an inte-
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gration interval. The same approach is used to calculate the tracer
flux (temperature, salary and other scalar tracers) and momentum
flux in a MCE.

One of the critical issues in applying the wet/dry point treat-
ment technique in a split-mode model is to ensure mass conserva-
tion in the individual TCE which is crossed by the moving
boundary. In a mode-split model, an adjustment must be made
in every internal time step to ensure the consistency in the verti-
cally integrated water transport produced by external and internal
modes (Chen et al., 2004). In FVCOM, if the r-coordinates are used,
for example, the vertical velocity at the r surface (x) is calculated
by

xi;kþ1 ¼ xi;k þ
Drk

DtI
ðfnþ1

i � fn
i Þ þ

Drk

Xi

I
l

vn
N;kDdl; ðA:4Þ

where i, k, and n is indicators of the ith node point, kth r level and
nth time step, respectively; Xn

i is the area of the ith TCE at the nth
time step. N is an indicator of the velocity component normal to
the boundary of a TCE with a length of l. To conserve the volume
on the ith TCE, the vertically integrated form of Eq. (A.4) must
satisfy

fnþ1
i � fn

i

DtI
þ
Xkb�1

k¼1

Drk

Xn
i

I
l
vn

N;kDdl ¼ 0 ðA:5Þ
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where kb is the total number of the r levels. Since fnþ1
i is calculated

through the vertically integrated continuity equation over Isplit

external mode time steps ðwhere Isplit ¼ DtI
DtE
Þ, Eq. (A.5) is valid only if

DtI

Xkb�1

k¼1

Drk

Xn
i

I
l
vn

N;kDdl ¼ DtE

XIsplit

n¼1

i

Xn̂
i

I
l

�v �n
NDdl: ðA:6Þ

Because the numerical accuracy depends on the time step, the
left and right sides of Eq. (A.6) is not exactly equal to each other
unless Isplit = 1. Therefore, to ensure the conservation of the volume
transport throughout the water column of the ith TCE, the internal
velocity in each r-layer must be calibrated using the difference of
an inequality of vertically integrated external and internal water
transport before x is calculated. Since the vertically integrated
transport features the barotropic motion, the easiest calibration
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way is to adjust the internal velocity by distributing the ‘‘error’’
uniformly throughout the water column. x, which is calculated
with adjusted internal velocities through Eq. (A.4), not only guar-
antees that the volume transport is conservative in the whole
water column but also in an individual TCE volume in each r layer.
Because the water temperature and salinity or other tracers are
calculated in the same TCE volume as that used for x, this trans-
port adjustment also conserves the mass in an individual TEC vol-
ume in each r layer. When the wet/dry point treatment is
calculated, however, because Xn̂

i may change within Isplit external
time integrations due to the occurrence of dry triangles and f is
treated as zero when D is less than Dmin, we have:

fnþ1
i � fn

i –DtE

XIsplit

n¼1

1

Xn̂
i

I
l

�v n̂
NDdl: ðA:7Þ
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In this case, the external and internal mode adjustment through
Eq. (A.6) cannot guarantee that x reaches zero at r = �1 for the
internal mode. To ensure the volume conservation, an additional
adjustment for fnþ1

i must be made in the TCE when x is calculated
by Eq. (A.5). The additional sea level adjustment works in general,
but fails in the case where f is very close to Dmin ðfor example; Df ¼
f� Dmin < 10�1 cmÞ. When this happens, small errors in the calcu-
lation of volume flux can rapidly accumulate through nonlinear
feedback of tracer advection terms and eventually destroy the nat-
ure of the mass conservation. The additional sea level adjustment
works in general, but fails in the case where f is very close to Dmin
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coast: A model assessment. Prog. Oceanogr. (2014), http://dx.doi.org/10.1016/
ðfor example; Df ¼ f� Dmin < 10�1 cmÞ. FVCOM always ensures
the mass conservation in the wet–dry transition zone if Isplit = 1.
For computational efficiency, however, we want to find an ap-
proach so that mass conservation is still guaranteed for the case
in which Isplit > 1. In additional to the criterion of general numerical
instability, in a case with inclusion of the flooding/drying process,
the choice of Isplit is restricted by many other factors including the
surface elevation, bathymetry, and thickness of the bottom viscous
layer and horizontal/vertical resolutions. A discussion on the rela-
tionship of Isplit to these factors was given in detail in the FVCOM
User Manual with the update in Chen et al. (2013).
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The wet/dry point treatment method of FVCOM was validated
by an application to simulate the tide-induced flooding/drying pro-
cess in the estuarine-tidal creek-salt marsh complex of the Okatee/
Colleton River Estuary, South Carolina (SC) (Chen et al., 2008b,c,
and unpublished manuscripts). Hypsometric measurements were
made using remote-sensing by Drs. Andrade and Blanton at Skid-
away Institute of Oceanography the upstream area of the Okatee
River during the flood period on November 9, 2001, during which
the extent of the flooded area was accurately mapped with a time
interval of about one hour. The model-data comparisons showed
that FVCOM was capable of reproducing tidal and residual currents
in the river and the time evolution of the flushing area onto salt
marshes. This method succeeded in stimulating the flooding/drain-
ing process in the Satilla River estuary, Georgia (Chen et al., 2008c).
Appendix B. Model-data comparison for water elevations and
inundation areas for five seismic model-predicted initial
conditions

The model-predicted tsunami water levels for cases-b, d and e
are shown and compared with observations at available tidal
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
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gauges in Fig. B1. Combined with cases-a and c shown in Fig. 9
in the text, it was clear that the model-predicted water level
depended significantly on the initial condition of the sea level pre-
dicted by seismic models. The difference varied in space at differ-
ent tidal gauges. At North Iwate, Central Iwate, and South Iwate
in the northern area, case-c predicted the smallest water level dif-
ferences with observations, but the timing was better in case-a at
North Iwate and in case-b at Central Iwate and South Iwate. At
Central Miyagi, case-a showed the best simulation for water level,
and case-b predicted the best timing. At Sendai New Port, all five
cases caught the first largest tsunami peak, not only in amplitude
but also in timing. Case-b predicted the most accurate water level,
and case-c showed the best timing. If one considered the overall
performance based on both water level and phase, case-a was bet-
ter at this site. At Fukushima, case-b and case-a were the best in
amplitude and timing, respectively.

The model-predicted inundation areas made for the five seismic
initial conditions are shown and compared with observations in
Fig. B2 (region-I), Fig. B3 (region-II) and Fig. B4 (FDNPP). Although
the model-predicted inundation areas for these five cases were in
reasonable agreement with observations, it was clear that a signif-
icant error occurred in the more rugged area north of Central
.0 earthquake-induced tsunami and coastal inundation along the Japanese
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Fig. B5. Comparisons of model-predicted inundation areas with the surveyed area in the Fukushima Dai-ichi Nuclear Power Plant region for the initial condition cases of
seafloor change specified by cases b–e.

20 C. Chen et al. / Progress in Oceanography xxx (2014) xxx–xxx
Miyagi, which included several rivers. In this region, cases a–d all
were capable of reproducing the inundated spots, but the model-
predicted areas at these sports differed from measurements, par-
ticularly in the inland areas of the rivers. This was partially due
to the relatively lower accuracy of the coastal zone bathymetry
and land elevation in these areas and decreased grid resolution
along this northern shore. The model results for all five cases were
described in detail in the text based on Table 2. Fig. B4 provides a
Please cite this article in press as: Chen, C., et al. The March 11, 2011 Tōhoku M9
coast: A model assessment. Prog. Oceanogr. (2014), http://dx.doi.org/10.1016/
view of the model-predicted flooded areas in and around FDNPP
for cases b–e (see Fig. B5).
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